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Preface

Charge pumps are finding increased attention and novel diversified
usage in the new era of nanometer-generation chips used in different
systems, specifically those incorporating nonvolatile memory. Many of
the present and future nanometer-generation chips’ performance depend
heavily on the ability to efficiently generate high voltages on-chip while
meeting stringent power and area requirements. And yet, charge pump
design, being purely analog in nature and involving high voltage, needs
meticulous design techniques, intensive semiconductor device analysis,
careful design layout planning, and accurate parasitic extraction process
to produce excellent results in real implementation on silicon.

This book is a product of our years of quest for a practical book on
charge pump circuit design. Having made significant contributions in
different successful projects at various companies, we have always felt
the need for a book on the topic of charge pump design. From our early
days we constantly felt the challenge of working on a subject where
there are no books and our sources of information were limited to only
a few pages of description on various text books and different IEEE-
published papers and journals. Most of these documents, while giving
us skeletal ideas about the basic architecture and enhancements of
charge pumps, did nothing to guide us intricately through different
design conceptions and implementation processes. Charge pump, being
a pure analog design, carries an inherent risk of unanticipated effects,
which when overlooked can significantly reduce circuit performance or
cripple the circuit operation.

Both of us have individually looked for books or materials on this topic
and asked colleagues and veterans for any published materials, but we
soon found out that everyone wished there was a book on this particular
topic. By writing this book we have tried to bring our combined personal
design experiences along with the knowledge assimilated from our study
of different journals and research papers. This book covers the basics
of charge pump circuits in detail and provides a thorough mathemati-
cal derivation and analysis of charge pump operation. It also strives
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to explain the different aspects for an excellent charge pump design,
and explains each step in detail. Every effort has been made to provide
enough hands-on design information, potential pitfalls to avoid, and
practical ideas harnessed from our years of designing charge pumps,
which are being used in many chips, finding mass scale adoption.

This book assumes a basic knowledge of semiconductor device physics
and MOSFET operation and is targeted toward almost every semicon-
ductor chip design engineer who is involved in analog circuit design
and memory circuit design. The book takes a relatively novice reader
through various aspects and gives sufficient information to enable him
or her to complete their design from conception to actual layout imple-
mentation. Further audiences include systems designers and board
level integrators. Also this book should be essentially helpful to almost
all electrical engineering professors and students at all levels.

This book is organized into nine chapters. Chapter 1 starts with a
history of charge pump evolution from the Noble award winning work
of Cockeroft and Walton to the eventual adaptation of John F. Dickson.
Chapter 2 is intended for a quick refresh of basic MOS device physics
and different second order effects relevant to charge pump operation.
It also discusses SPICE simulators and BSIM models while providing
suggestions to avoid the dreaded SPICE convergence issue. Chapter 3
dives straight into the heart of charge pump operation and quantita-
tively analyzes the pump characteristics. Chapter 4 is where the basic
implementation details are discussed along with different charge pump
controlling blocks. It analyzes the different pump regulation schemes
and quantifies them. Chapter 5, a prelude to Chapter 9, introduces
the different parameters for charge pump specifications and discusses
various implementation details. Now, once the basic operation of a
2-phase charge pump and its many characteristics and specifications
have been understood, Chapter 6 takes it to the next level and discusses
how to design a better charge pump. Chapter 7 discusses various charge
pump architectures, such as the modified 2-phase charge pump, the
4-phase charge pump, and the CTS charge pump. Chapter 8 provides
future design references and discusses different circuit and system effects
that affect the performance of the pump. Finally, Chapter 9 provides a
practical design example and discusses the influence of different param-
eters while analyzing the characteristics of a charge pump.

It is believed that if the reader applies appropriate techniques, which
have been presented here, he or she should be able to design charge
pumps that meet design and performance specifications and produce
excellent operating circuits on silicon.

Feng Pan
Tapan Samaddar
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Introduction

The approaching nanometer generation of large-scale integrated (L.SI)
circuits requires power-supply voltages of less than 2 V to enable low-
power operation and increased battery life. In addition, because low-
power technology has become a primary target for the mainstream LSI
designs to meet with the nomadic computing era, oxide thickness, tran-
sistor dimensions, and voltage-scaling approaches that are most effec-
tive for low power are accelerating and spreading at an unprecedented
pace. Therefore, low-voltage circuit technologies for processors, memory,
and analog circuits are intensively being investigated.

Many of the system blocks—such as EEPROMs, Flash memories, power
management blocks, audio and video codecs, image sensor circuits, and
displays—require internal voltages higher than the system supply volt-
age. This internal high-voltage supply needs to be generated in-system
or on-chip. The traditional approach of switch-capacitor circuits or induc-
tor-based linear regulators consumes too much power and silicon area to
Jjustify today’s shrinking needs. An on-chip charge pump design provides
an excellent solution and eliminates the need for an inductor. Having no
inductor alleviates any potential electromagnetic-interference concerns
that could have an impact on sensitive RF receivers or wireless chipsets.
Another advantage is to reduce the cost of using discrete off-chip compo-
nents. The charge pump solution eliminates the need for DC/DC boost
converters and expensive low-profile inductors that are required to meet
the size limitations of handheld devices and cellphones.

The advent of personal information devices, digital cameras, and MP3
players has fuelled a boom for nonvolatile memories, particularly Flash
memories, because of their high-density, moderate power consumption
and high endurance for mechanical shock and vibration. Solid state
memories, such as Flash, contain no moving parts and allow for easy
and fast data storage. EEPROMs and Flash memory have been some
of the biggest drivers to create better and efficient charge pumps. Even
though the supply voltage is decreasing, a Flash memory will still need
a high internal programming/erase voltage, up to 30V, regardless of the
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power supply trend, and this voltage also needs to be controlled precisely
to achieve a narrow deviation in the threshold voltages of its memeory-cell
transistors. ’

A familiar problem in system engineering is the subsystem whose power
requirements are not met by the main power supply. In such cases, the
available supply rails are not directly usable, nor is the direct use of bat-
tery voltage (when available) always an option. Lack of space can prevent
inclusion of the optimal number of batteries, and in other cases the gradu-
ally declining voltage of a discharging battery is not acceptable for the
application. Voltage converters can generate the desired voltage levels, and
charge pumps are often the best choice for these applications requiring
some combination of low power, simplicity, and low cost. Charge pumps
are easy to use, because they require no expensive inductors or additional
discrete components. Further, charge pumps can be the only option for
certain applications, such as those in telecom applications, which require
generating +5 V from the available 48 V.

With the increasing popularity of color LCD displays in cellphones,
PDAs, and digital cameras, white LEDs are becoming popular illumina-
tion sources. Whereas monochrome displays can use colored light sources,
such as electroluminescent backlights or colored LEDs, color displays
require a white light source to properly display color. The ubiquitous red
and green LEDs have a typical forward-voltage drop of about 1.6 V to
2.4V and can be driven by a simple battery pack. White LEDs, however,
typically have a forward-voltage drop of 3 V to 4 V and are more likely
to need a separate power supply. The traditional direct LED drivers and
inductor-based boost converters have their own limitations. Charge pumps
are increasingly finding ground in these applications due to their better
performance—they provide the smallest and lowest-cost solution because
they rely only on small capacitors for high voltage generation. As video
features become more integrated into mobile phone use, improvements
in power consumption for LCD backlighting are essential for the mainte-
nance and improvement of overall battery life. Chip vendors competing
for a share of this red-hot white LED driver market are pitching advanced
charge pump sources that deliver greater backlighting power for the color
displays in larger and more complex portable/wireless devices.

Therefore, much of the present and future chip performance will depend
heavily on the ability to efficiently generate high voltages on-chip while
meeting stringent power and area requirements. And yet, charge pumps,
being purely analog in nature and involving high voltage, need meticulous
design techniques, intensive semiconductor device analysis, careful design
layout planning, and an accurate parasitic extraction process to produce
excellent results in real implementation on silicon.

To summarize, charge pumps are finding increased attention and novel
diversified usage in the new era of nanometer-generation chips used in
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different systems. This book strives to explain the different aspects for
an excellent charge pump design, and explains each step in detail. It is
full of extra hands-on design information, potential pitfalls to avoid, and
practical ideas harnessed from the authors’ years of charge pump design
experience, which are currently being used in many chips, finding mass
scale adoption.



Chapter

History of the High-Voltage
| Charge Pump

The quest for generating a high voltage supply from an available
lower voltage supply has existed since the discovery of electricity.
The invention of the “induction ring” by Michael Faraday, the British
physicist and chemist, in 1831, began the process of generating high
voltages from an available lower input voltage using transformers.
The need for producing even higher voltages was accentuated by the
requirements from physicists, using particle accelerators, to create
high energy particles for studying subatomic physics. It was only
during this time that Cockecroft and Walton invented a novel method
for generating extremely high voltages using a unique connection of
discrete diodes and capacitors—a technique that was later adopted
by John F. Dickson for implementation on a modern integrated
circuit. This chapter will start by examining the transformer and its
shortcomings and then gradually lead to a discussion of Dickson’s
implementation of the charge pump.

1.1 Using a Transformer to Generate High Voltages

A transformer makes it possible to convert AC power at a given volt-
age level to AC power at a different voltage level. It, of course, cannot
increase the maximum power that could be delivered to the output load
through the transformation process. In the ideal situation, the power
delivered at the transformed output is equal to the power consumed
at the input port. If the transformed voltage level is raised, the cur-
rent at transformed node is proportionally lowered, and vice versa. The
transformer, shown in Figure 1-1, is constructed using a ferromagnetic
core around which two sets of coils, or multiple coils, of insulated wire
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Figure 1-1 A simple transformer.

are wrapped. The input line connects to the “primary” coil, whereas the
output lines connect to the “secondary” coils. The alternating current
in the primary coil induces an alternating magnetic flux that “flows”
around the ferromagnetic core, changing direction during each electrical
cycle. The alternating flux in the core, in turn, induces an alternating
current in each of the secondary coils. The voltage at the output of the
secondary coils is directly related to the primary voltage by the turn’s
ratio, or the number of turns in the primary coil divided by the number
turns in the secondary coil.

For an ideal transformer,

L_ o (1-1)
Vo N,

where V; and V,, are the voltages at the secondary and the primary
nodes, respectively, and N, and N, are the number of turns of the sec-
ondary and primary coils, respectively. For instance, if the primary coil
consists of 100 turns and carries 110 volts, and a secondary coil consists
of 1000 turns, the secondary voltage is the following:

1000
V,=110 VW_ 1100 V

The voltage transformation ratio (primary voltage to secondary volt-
age) and the current transformation ratio (primary current to second-
ary current) actually depend on the turns’ ratio. Thus, the AC output
voltage can either be decreased or be increased by selecting the correct
number of turns. A transformer may have multiple secondary coils to
feed a number of electrical loads. Yet, a transformer will only work with
an input that is alternating voltage source, whereas, in general, elec-
tronic circuits require a DC voltage supply to operate. If a high-voltage
DC output is required, the stepped-up output AC signal needs to be
converted into a DC voltage by using a rectifier—a cumbersome process
especially at high voltages. Further, generating high voltages using a
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transformer makes the transformer very large, heavy, and inefficient—a
sure handicap in the modern trend of micro-miniaturization.

1.2 The Cockcroft-Walton High-voltage Charge Pump

Voltage multiplication greater than twice the supply voltage can also be
achieved by cascading more than one diode capacitor voltage stage in
series. The Swiss physicist Heinrich Greinacher first proposed this kind
of voltage multiplier back in 1919. Later, this technique was used by John
Douglas Cockeroft and Ernest Thomas Sinton Walton to generate voltage
potentials of more than 800,000 volts in their particle accelerator, which
in 1951 won Cockcroft and Walton the Nobel Prize in Physics for their
research, titled “Transmutation of atomic nuclei by artificially accelerated
atomic particles.”* Cockcroft and Walton, depicted in Figure 1-2, at the
Cavendish Laboratory in Cambridge, England, sought a way into the
nucleus through a prediction of quantum mechanics. In 1930, Cockcroft
and Walton used a 200-kilovolt transformer to accelerate subatomic
particles along a straight discharge tube, but they concluded that the
particle’s energy was not sufficient to trigger any effects and therefore
decided to seek higher particle energies.

Figure 1-2 John Cockeroft, Ernest Rutherford, and E.T.S. Walton.



4 Chapter One

To penetrate the atomic nucleus, Cockeroft and Walton built a voltage
multiplier that used an elaborate stack of capacitors connected by diodes
acting as switches. By using only capacitors and diodes, these voltage
multipliers can step up relatively low voltages to extremely high values,
while at the same time being far lighter and cheaper than transformers.
By activating and deactivating switches in proper sequence, they could
build up a potential of more than 800 kilovolts from a transformer,
acting as a primary source, generating 200 kilovolts. They used the
potential to accelerate subatomic particles along an evacuated tube
8 feet long. In 1932, Cockcroft and Walton put a lithium target at the
end of the tube and found that the accelerated particles successfully
disintegrated a lithium nuecleus into two alpha particles.

The Cockcroft-Walton multiplying circuit is shown in Figure 1-3.
Three capacitors (C,4, Cg, and C), each of capacity C, are connected in
series, and capacitor Cy is connected to the supply voltage, Vpp. During
phase ¢, capacitor C; is connected to C, and charged to voltage Vpp.

When the switches change position during the next cycle, ¢,, capacitor
C, will share its charge with capacitor Cg, and both will be charged to
Vpp/2 if they have equal capacity. In the next cycle, Cy and Cy will be
connected and share a potential of Vpp/4, while C, is once again charged
to Vpp. It is thus obvious that if this process continues for a few cycles,
charge will be transferred to all the capacitors until a potential of 3V
is developed across the output V. In general, the switches are replaced
by diodes in the actual circuit, and the clocking action is provided by an
alternating voltage source, as shown in Figure 1-4.

It can be observed from Figure 1-4 that the output voltage, V,,;, of
each stage is twice the peak input voltage, V... Hence, theoretically by
using five stages, the input voltage can be stepped up by ten times. This
type of circuit can actually be used to generate voltages in the order of
megavolts, in some applications, by cascading a larger number of stages.

Figure 1-3 Cockeroft-Walton mul-
~ tiplying circuit.
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Figure 1-4 Cockcroft-Walton multiplying circuit using diodes and with a step-up
transformer in the primary stage.

The Cockcroft-Walton voltage multipliers were, and still are, used in
applications such as X-ray tubes, particle accelerators, electrostatic
devices, and many other devices, making use of very high DC voltages.

The output voltage of the Cockeroft-Walton voltage multiplier can be
expressed as

v

out — 2xnx Vpeak - Vload (1'2)
where Viy, is the drop in the output voltage when the multiplier is sup-
plying an output current. In the absence of any output load, or at steady
conditions, V} 4 = 0 V. Even though the number of stages, n, can be very
large, efficient voltage multiplication will occur only when the coupling
capacitors, C, are much greater than the stray parasitic capacitors, C,
present at every node. The capacitive division effect in essence will
reduce the voltage coupled at every stage. Further, the output imped-
ance increases rapidly as the number of multiplying stages are increased.
Because the original Cockcroft-Walton multiplier was built using discrete
components, the coupling capacitors could be made sufficiently large for
efficient multiplication and adequate drive capability. However, this type
of multiplier does not lend itself to integration in monolithic form because,
in practice, on-chip capacitors are limited to a few picofarads with rela-
tively high values of stray capacitance to substrate.”*

1.3 The Dickson Charge Pump

In order to overcome the aforementioned limitations,* John F. Dickson
proposed a voltage multiplier circuit, shown in Figure 1-5. It operates
in a similar manner as the classic Cockeroft-Walton multiplier circuit.
However, the nodes of the diode chain are coupled to the inputs via
capacitors in parallel, instead of in series, so that the capacitors have
to withstand the full voltages developed along the chain. This is not a
problem here, provided that the integrated circuit process limits are
not exceeded. As will be shown later, the advantages of this configura-
tion are that efficient multiplication can be achieved with relatively
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Figure 1-5 Original Dickson charge pump with diode-capacitor implementation.

high value of stray capacitances and that the current drive capability
is independent of the number of multiplier stages.”

A practical implementation of the Dickson charge pump used in non-
volatile memories is shown in Figure 1-6. In most of the semiconductor
logic process, isolated diodes are not available, and hence the multiplier
chain is implemented using diode-connected MOS transistors, as shown
in Figure 1-6. In this case, because NMOS transistors are used instead
of diodes, the diode forward voltage, Vp, is replaced by the NMOS thresh-
old voltage, V,, which is a function of the node voltage of each stage.

For a few years, the basic Dickson charge pump addressed almost all
different high-voltage-generation issues until the advent of submicron
design technology. The continuous quest for better CMOS performance
has scaled the supply voltage below 1.8 volts, and a new problem has
gained the spotlight—the body effect.

1.3.1 The body effect
The threshold voltage of a NMOS transistor can be represented as

+7( ¢+ Vep —\/@) (1-3)

VDD IC Tc T Tc IC - Vo
S T TS T2 S _____ Tn —]_S Tn +1 : out :

L—I Vs Vet L : :

5 51

e — :' T _0 i

Vo Vob Vo Vob :____________}

Figure 1-6 MOSFET implementation of Dickson charge pump.
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where ¢, equals the surface potential at threshold and is repre-
sented by

N
¢ = 2V;In—4 (1-4)

i

y equals the body effect coefficient and is represented by

4 =t°—x,/2q£siNA :———“zqc,esiN“1 (1-5)

OX ox

V.o equals the zero-bias threshold voltage, and Vg is the source-to-body
voltage bias.

It can be seen from the preceding equations that as the source voltage
of a NMOS MOSFET increases, the threshold voltage of the MOSFET
also rises, which results in decreased MOSFET current, I, and hence
less charge transfer takes place. The graph in Figure 1-7 shows the
variation of Vgg versus V,. As Vg reaches above 15 V (for a particular
process with V;, ~ 0.08 V), the actual V, exceeds 2.5 V, an effect that
seriously diminishes the charge pump performance.

1.3.2 Implication of body effect on the Dickson charge pump

In the conventional Dickson charge pump circuit, shown earlier in
Figure 1-4, the voltage gained at the nth stage is given by

cv,

AT 1-6
VG e V) (1-6)
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Figure 1-7 Variation of V, with NMOS Vg3 voltage.
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where C and C, are clock coupling capacitance and parasitic capacitance
at the input node of each unit stage, respectively, V. is the clock amplitude
equal to the power supply voltage, and V,[V} ()] represents the threshold
voltage of the nth NMOS transistor with a substrate bias of V.. This
equation indicates that as the output voltage of each stage increases, V,,
decreases due to increasing body effect. When the threshold voltage of the
last stage’s transistor becomes equal to CV_ /(C+C,), the output voltage
will not increase even with the addition of subsequent stages. Because
C is much larger than C, in typical conditions, the maximum output
voltage (V) obtained by a conventional charge pump is given by
2

_ (17
Vv =(——wa‘5°+ 2«1>FJ _ 20, )

max

where V,; is the zero-bias threshold voltage, yis the body effect coef-
ficient, and ®y is the substrate’s Fermi potential. Evidently, it can be
interpreted from equation 1-7 that as the supply voltage, V., is lowered
below about 2V, the threshold voltage of the device will start to domi-
nate the output voltage and hence it will limit the maximum output
voltage.®™®

1.4 Better Solutions

Several methods have been proposed—such as the 4-phase charge pump,
the modified 4-phase charge pump, the boosted pump clock scheme, a
CTS scheme, and several hybrid versions of these combinations—to get
around problems of V, dependence and to increase the circuit efficiency
for chips operating below 2.5V supply voltages.

In the conventional 4-phase charge pumps, the pumping gain can be
increased by increasing the source to gate voltage drop using the special
4-phase clocks, so the gain degradation due to threshold voltage can be
alleviated. Also a 2x—4x boosted pump clock source is often used as an
easy way to increase efficiency and obtain higher output voltages.

In the CTS scheme, an additional pass transistor is added for each
stage; the gate of the pass transistor is controlled by the next stage voltage,
which is in opposite phase. Subsequent chapters in this book describe in
detail each scheme, along with its advantages and disadvantages.
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Chapter

Basic MOS Device Physics

In today’s evolving chip-manufacturing industry, a solid understanding
of semiconductor device physics is essential for the design and imple-
mentation of circuits that are analog in nature. In general, all circuits,
whether a simple half adder or an operational amplifier, are analog
in nature, while the digital abstraction is only an abstraction as long
as certain design criteria are met. For its operation, an analog circuit
not only relies on basic device operatlon but its performance also is
dictated by many second-order effects.’ Because the circuit designer
needs to make decisions about which effects need to be considered and
which effects can be ignored, a thorough insight into the device physics
is important. In this chapter, we will study the basics of MOSFETSs
(metal oxide semiconductor field-effect transistors) at an elementary
level, covering the necessary topics to understand basic circuit opera-
tions. We will also talk about secondary effects of MOSFET in detail,
specifically those are important for charge pump operation.

The forward- and reverse-biased p-n junctions form the basics of
semiconductor technology, and the properties of forward- and reversed-
biased junctions have an important influence on the characteristics of
many semiconductor devices. For example, reverse-biased p-n junctions,
formed by creating an n+ junction or an n-well in the p-substrate, exist
in almost every integrated circuit. These junctions contribute as voltage-
dependent parasitic capacitances and leakage current components.
Further, a number of important characteristics of the active devices,
such as the basic operation of the MOS device, breakdown voltage, and
output resistance, depend directly on the properties of the depletion
region of the p-n junction. To address its importance and usage at many
different places, particularly for understanding charge pump operation,
we provide a brief analysis of the forward and reverse-biased p-n junc-
tion diode device characteristics first.
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2.1 The P-N Junction

N-type silicon has many mobile electrons, whereas p-type silicon has
many mobile holes. When these two types of semiconductors are brought
together in contact, two events occur at the interface due to the diffu-
sions of majority carriers:

1. Electrons migrate from n-type material into p-type material, leaving
behind uncompensated donors (+ ions).

2. Holes pour out of p-type material and move toward n-type material,
leaving behind uncompensated acceptors (- ions).

The electrons and holes then recombine near the interface, producing a
region depleted of free carriers, leaving behind regions with only fixed
charges (ionized donors and acceptors).

The diffusion process cannot continue indefinitely because the
depleted region creates an electric field whose direction opposes the
diffusion of majority carriers (electrons in n-type and holes in p-type).
The electric field will sweep minority carriers (holes in n-type and elec-
trons in p-type) across the junction so that there is a drift current of
electrons from the p-type side toward the n-type side and of holes from
the n-type side toward the p-type side, which is in the opposite direc-
tion to the diffusion current. The junction field builds up until these two
current flows are equal and equilibrium is established (no net current
flow), as shown in Figure 2-1. This process also gives rise to a parasitic
(depletion) capacitance.

The energy band diagram for a p-n junction with zero voltage bias
can be seen in Figure 2-2.

The zero bias built-in potential can be expressed as

N,N
- A*YD
D, =V, m(——;— @1)
n;
Depletion Region
T T
®® 1O+ —®! © o
| |
@@ P }@ @} N ©0
®® 10— —®, ©o
Uncompensated T Uncompensated Figure 2-1 P-N junction diode.
Acceptors Donors
Physical Junction
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Figure 22 The energy band
diagram for a p-n junction at
0V bias.

where V, = AT is the thermal equivalent voltage, which is close to
26 mV at room temperature, N, and N, are the doping concentrations
of the n-type and p-type semiconductors, respectively, and r; is the
intrinsic carrier concentration of silicon, which is about 1.45 x 10
atoms/cm?®.

The depletion capacitance C; of the p-n junction diode can be

expressed as
. v, (2-2)
2,

where V,, is forward bias voltage applied across the junction, Cj is the
zero-bias capacitance (that is, the effective capacitance when V,;=0V),
and m is the grading profile, which usually varies from 0.2 to 0.5.

2.1.1 Reverse bias

If we apply a bias, V3 < 0, by connecting the positive terminal of a DC
source to the n-side and the negative terminal to the p-side, the process
causes electrons from the n-side to become attracted toward the positive
terminal, and vice versa. This changes the depth of the depletion area,
which becomes wider, and the potential barrier grows higher.

As can be seen from the energy band diagram in Figure 2-3, the
built-in potential is augmented by the applied reverse bias, V5, and the
total voltage across the junction becomes ®,+ V. The barrier is so high
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Figure 2-3 P-N junction diode at reverse bias.

that few electrons can cross from the n-type to the p-type region, thus
reducing the diffusion current almost to zero.

Nonetheless, enough electron/hole pairs are generated in the deple-
tion region, and these cause a small drift current as they are swept
across the depletion region.

The drift current is relatively insensitive to the height of the potential
barrier because it is created by random electron/hole pair generation
and all the minority carriers generated may diffuse to the depletion
region and be swept across it, whatever the size of reverse potential.

2.1.2 Forward bias

Next, if we apply a bias, Vg > 0, by connecting the positive terminal of
a DC source to the p-side and the negative terminal to the n-side, the
barrier height will be reduced to @, — V3 and the depletion region will
narrow, as shown in Figure 2-4.

Consequently, majority carriers are able to surmount the potential
barrier much more easily than in the equilibrium case so that the diffu-
sion current becomes much larger than the drift current. Once the excess
holes cross into the n-type region, they recombine with the electrons.
This process is the same for electrons crossing into the p-type region.

Basic MOS Device Physics 15

I
I
1
|
[
!
. | '
p-Type k q(@y—Vy)
Y St i ~— Ep,

Figure 2-4 P-N junction diode at forward bias.

In equilibrium, as holes diffuse away, they must be met by a constant
supply of electrons with which they recombine. Therefore, the current
must be supplied at a rate that equals the concentration of holes at the
edge of the depletion region. Thus, the current due to hole injection can
be expressed as follows:

D %, :
Jp = qL—ppnO(e - ) ‘ (2-3)
b

Similarly, the current due to electron injection can be expressed as
follows:

D v,
Jn =qL~nnp0[€/Vt - ] (2-4)

n

The total net current is the sum of the above two equations, 2-3 and
2-4. Hence

I=A(WJ, +J,) (2-5)
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Substituting equations 2-3 and 2-4 in equation 2-5 we get

D D v, \7 .
I:qA(Lp pn0+L—”npoJ(e/Vt —1J or I= Is [e/, —1) (2-53)
D n

where I, is known as the reverse leakage current

D D
I =qA|—-* pro+—=2npo (2-6)
$ L L
§2) n

As the equation indicates, this current is very strong teI.n.perature and
bias dependent. We can also see that for forward bias (positive V) the 1_1et
current increases exponentially with voltage, whereas for reverse bias
(negative V) the current is essentially constant and equal to —1,.

2.1.3 P-N junction diode characteristics

Figure 2-5 shows the I-V characteristic of a p-n junction diode. The diogle’s
I-V characteristic can be approximated by two regions of operation.
Below a certain bias voltage, the depletion layer has significant width,
and the diode can be thought of as an open (nonconductive) circuit. As
the bias voltage is increased, at certain conditions the diode will become
conductive and allow charges to flow through from the p-side to the
n-side, at which point it can be thought of as a closed switch with almost

Forward Bias

vls

Reverse Bias Turn on Voltage

Figure 2-5 1.V characteristics of a p-n junction diode.
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zero impendance. Actually, because the transfer function is exponential,
a little increase in forward voltage bias causes a large conduction of
current. The positive bias voltage above which the diode becomes con-
ducting is actually the built-in potential that needs to be overcome for
conduction to occur and it is generally close to 0.6 V.

During the reverse bias, the current through the device is very low
(in the nA range) for all reverse voltages in general. Special diodes, such
as avalanche and zener diodes, operate in the reverse bias region, such
that the reverse voltage is “clamped” to a known value (called “zener
voltage”) and is often used for voltage regulation.

2.2 The MOS Capacitor

Before we begin our discussion of the MOSFET, it is essential to achieve a
satisfactory understanding of the MOS capacitor fundamentals. Consider
the n-type MOSFET in capacitor® configuration in Figure 2-6. The drain
and source are grounded, and the gate is connected to a variable-voltage
source. The p* substrate connection is also grounded. When the gate bias
Vs =0V, there is no potential difference across the gate and the substrate
and hence there are no stored charges across the two conducting plates.
The MOSFET can be considered to be in a steady state at this time.

2,2.1 The flat band condition

As shown in Figure 2-7,in an ideal MOS capacitor, the metal work func-
tion, @, is equal to the semiconductor work function, ®,. Therefore, the
Fermi level of the semiconductor, Epg, is aligned with the Fermi level
of the gate, Eyg. There is no band bending in any region of the MOS
capacitor. This assumes that the gate dielectric does not have any
trapped charges and the semiconductor is uniformly doped.

Figure 2-6 MOS transistor structure.
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Figure 2-7 Flat band diagram at steady state.

2.2.2 Accumulation

When the gate bias, V,, , is negative, the gate acquires a negative charge.
The source of this negative charge is electrons supplied by the volt-
age source. Because charge neutrality is always maintained across the
MOS capacitor, a net positive charge must be available in the silicon
substrate to counterbalance the negative charge stored on the gate.
This is achieved by an accumulation of majority carrier holes under the
gate, as shown in Figure 2-8. (Note: Because the silicon is p-type, the
majority carriers are holes.) This condition, during which the majority
carrier concentration is greater near the S; — S;0, interface, compared
to the substrate bulk, is called accumulation. ’
During a negative gate bias, the gate’s Fermi level is increased with
respect to the Fermi level of the silicon substrate by an amount equal

Veg

(VGB < VFB) —

Figure 2-8 MOS transistor in accumulation.
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Figure 2-9 Fermi level at accumulation.

to gV, as shown in Figure 2-9. The accumulation of holes under the
gate dielectric causes the energy bands in the silicon substrate to bend
upward, and this brings the valence band closer to the Fermi level.
Yet, during this whole process, the Fermi level in the substrate is not
changed because there is no net flow of current from the gate to the
substrate.

2.2.3 Depletion

As shown in Figure 2-10, as Vy, is increased from negative to slightly
positive (not negative enough to attract a lot of holes and not nega-
tive enough to attract a lot of electrons), the surface under the gate is
depleted—i.e., the holes under the gate are pushed away, leaving behind
ionized, negatively charged acceptor atoms, thus creating a depletion
region. The charge in the depletion region, rising from the ionized accep-
tor atoms, is exactly equal to the charge on the gate in order to preserve
charge neutrality.

As opposed to the accumulation phenomenon, with a positive gate bias,
the Fermi level of the gate is lowered with respect to the Fermi level of
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Figure 2-10 MOS transistor in depletion.

the substrate, during the depletion phase, as shown in Figure 2-11. ’I"he
energy bands bend downward, resulting in a positive surface potential.
Under the influence of the positive gate bias, hole depletion under the
gate causes the valence band to move away from the? Fermi level. As
the gate potential is increased slowly, the depletion will slowly' cause a
band bending at the surface, such that at a particular time the intrinsic
level will coincide with the Fermi level, and the surface will resemble

an intrinsic material.

Metal Gate p-Type Semiconductor

+ T T

Jonized
Acceptors

Figure 2-11 ' Fermi level at depletion.
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Figure 2-12 Fermi level at weak inversion.

2.2.4 Weak inversion

When the gate potential reaches above a certain threshold, as shown
in Figure 2-12, the region under the gate oxide begins to attract more
electrons. With electrons accumulated near the surface of the substrate,
the surface begins to change gradually from intrinsic type to n-type.
Because this makes the surface of opposite polarity, the region under
the gate is termed “inverted.” The negative charge in the semiconductor
is composed of ionized acceptor atoms in the depletion region and free
electrons in the inversion layer. At this onset of inversion, the electron
concentration at the surface is still less than the hole concentration in
the neutral bulk. Thus, this condition is referred to as “weak inversion”
because the surface under the oxide is not heavily n".

2.2.,5 Strong inversion

When V. is sufficiently large, such that a large number of electrons are
attracted under the gate, the surface of p-substrate is said to be “strongly
inverted” (that is, no longer p-type, as shown in Figure 2-13).

Source

Figure 2-13 MOS transistor in strong inversion.
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Figure 2-14 Fermi level at strong inversion.

With the increased gate bias, the band bending increases, as shown

in Figure 2-14. The depletion region becomes deeper and the electron

concentration in the inversion layer increases. When the ele.ctro.n con-
centration under the gate approaches the hole concentration in the

bulk, a strong inversion layer is said to be formed. The surface potential

required to achieve strong inversion is defined as the threshold voltage
of the MOSFET transistor.

2.3 Capacitance Variation of a MOS

To understand the C-V curve of n-type MOSFET transistor shown in
Figure 2-15, let us start with a very negative gate-source voltage bias. The
negative potential on the gate attracts a lot of holes from the su‘bstr.ate to
under the gate. During this condition, the MOSFET is operatmg in th.e
strong accumulation region and can be viewed as a capacitor'hawng unit
capacitance of C,, because the whole capacitance is essentlally.formed
between the gate and the substrate, and is separated by gate oxide. .
It is important to understand that during this time, the capaci-
tance between gate and substrate runs through the large parasitic
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Figure 2-15 C-V curve of n-type MOSFET transistor.

resistance of the substrate, and hence this configuration may not
have equivalent unit capacitance of C,, when using the MOSFET at
a high frequency.

Next, as V,, rises, the depletion region starts to form under the gate
oxide. The concentration of the holes under the gate starts to reduce,
and the MOSFET slowly enters into the weak inversion region. Under
this condition, the equivalent MOSFET capacitance consists of the gate
oxide capacitance in serial with the capacitance from the depletion layer
in the substrate. The formation of these serial capacitances causes a
reduction in the total equivalent gate to substrate capacitance for the
MOSFET.

Finally, as V, is raised further and above MOSFET threshold voltage
Vi, the MOSFET goes from the weak inversion region into the strong
inversion region. The substrate under the gate attracts enough electrons
to sustain a channel between the source/drain of MOSFET transistor.
The equivalent unit MOSFET capacitance once again becomes C,,. This
is the best biasing condition for a MOSFET to act as a capacitor.

2.4 The Threshold Voltage

The first parameter of interest that characterizes the switching behavior
of the MOSFET device is the threshold voltage, V,.> This is defined as
Vs voltage at which a MOSFET starts to conduct between source and
drain of the transistor. We can graph the relative conduction against the
difference in gate-to-source voltage in terms of the source-to-drain cur-
rent (1y,) versus the different gate-to-source voltage (V). These graphs
for a fixed drain-source voltage, Vy,, are shown in Figure 2-16. Tt is also
possible to make n-channel MOSFET transistors to conduct when the
gate voltage is equal to the source voltage (i.e., Vo =0V), whereas others
require a positive difference between the gate and the source voltages
to start conduction (negative for PMOS devices). Those devices that are
normally non-conducting are classified as “enhancement-mode devices,”
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Figure 216 Forward bias, reverse bias characteristics of MOSFETs.

whereas those devices that can conduct even with 0 V gate bias
are called “depletion-mode devices.” The n-channel transistors and
p-channel transistors are the dual opposites of each other—that is,
the voltage polarities required for correct operation are opposite. The
threshold voltages for n-channel and p-channel devices are denoted by
Vix and Vip, respectively.

The threshold voltage of a MOSFET capacitor can also be realized as
the gate voltage, Vg, required to create and maintain a strong inver-
sion region underneath the gate. Under this condition, the gate can
maintain a large concentration of eélectrons under it and the electrons
can flow from the source to the region in substrate underneath the gate
and eventually to the drain. Thus, a channel of charge carriers is formed
under the gate between source and drain regions when the MOSFET
is turned on. During this time, we can also say that the MOSFET is
inverted. In reality, the MOSFET turn-on phenomenon is a gradual
function of the gate-to-source biasing voltage, making it difficult to
determine V, precisely.
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As previously mentioned, the surface underneath the gate of n-type
MOSFET is inverted from p-type to n-type when the applied Vs is
greater than the threshold voltage, V,. Under this condition, there is also
a depletion region that is formed between the channel and the substrate.
The thickness of this depletion region can be expressed as

2e . @
X, = |2 @27
d qNA

where N, is the doping density of the uniform doped p-type substrate,
& is the permittivity of the silicon, and ® is the potential in the deple-
tion layer at the oxide-silicon interface. ® can be expressed as @ =
| @5 — Dp|.

Also, @g is the potential, underneath the gate, at the oxide silicon
interface, and @ is the potential of the p-type substrate, also known as
the Fermi level of the p-type substrate. ®; can be expressed as

0, =[] @8)
q ni

where n; is the intrinsic carrier concentration of silicon(=1.45 x 10
atoms/m®). The absence of holes in the depletion region leaves a net
negative charge due to the immobile acceptor atoms that remain behind.
This negative charge is equal to the charge attracted under the gate.

The charge per unit area in the depletion region can be expressed
as ¢ = gN, X;. Using Equation 2-7, the charge can be expressed as
follows:

Q=\(2gN, E @)= [(2qN, E & - ®,|) 29

If the surface potential, @g, is equal to @, then the MOSFET is operat-
ing in the accumulation region. As V, is increased, the surface potential
becomes more positive, and when ®g= 0 V, the surface under the oxide
has become depleted. As V,, is increased further, such that ®g=— @z, the
surface near substrate is inverted and becomes n-type material—that is,
the electron concentration at the semiconductor-oxide interface is equal
to the substrate doping concentration. The value of Vs at which @g =
— @y is called the threshold voltage of MOSFET. Hence, during the entire
transition, the magnitude of change of ®g is 2d5. In the presence of an
inversion layer and without any substrate bias, the charge in the deple-
tion region can be expressed as follows:

Qo =+/(2gN, £ 20 1) (2-10)
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If a substrate bias voltage V, is applied between the source and
the substrate, the V,, voltage required to produce the inver§ion layer
becomes (2| ®z| + V), and the charge stored in the depletion region
can be expressed as follows:

Q, =(2gN, 5,210, +V, ) (2-11)

During the presence of the inversion layer, a parallel plate capaci-
tance is formed between the gate and the inversion region, with the
gate oxide acting as the insulator. This capacitor can be expressed as
C,.= Q,/ Vg, where Vg is the voltage difference between the gate and

the inversion region. . ‘ ‘
Hence, the V, voltage required to produce and sustain the inversion

layer, called the “threshold voltage” (V;), can be calculated by adding
the following components:

® The contact potential that exists between the gate metal and the
silicon @,. In fact @, can be expressed as O = (Dgare — Pogige) +
((Dox:ide - (I)F) = (q)gate - (I)F)

& The surface inversion potential (-2®; is required to produce the
inversion layer).

» The potential Vi that exists between the gate and the inversion layer.

B The positive charge, @, that exists at the silicon-oxide interface due
to imperfections from the growth of gate oxide or as a result of ion
implantations used to adjust the threshold voltage of the MOSFET.
This charge must be compensated by the gate-source voltage contribu-
tion of Q. / C o

Therefore, adding all these components, we can express the threshold
voltage as follows:

Qb st
‘ft = (I)ms —2(DF +C__60—X
QbO -Q Qbo — Qb
= - = _ 2-12
®,, 20, + ¢ c (2-12)

Using Equation 2-11 and substituting into the preceding equation,
we get

Qb _st
‘ft = q)ms _2(I)F + OCI +

oxX

=0 20, + &Qc_i + y[\/l 20, | +Vg — /|20, |] (2-13)

nv

qugsiNA [fiz2, [V, - fi22, 1]
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where the parameter y can be defined as the substrate-bias (or body-

effect) coefficient.
V29E N,
C

ox

When Vgg = 0 V (that is, when the source and substrate are at the
same potential), we can simplify the preceding equation as follows:

’J/:

‘[tO = q)ms - 2q)F +

QbO — st
B (2-14)

[©:4

Next, by substituting Equation 2-15 into Equation 2-14, we can derive
a simpler version for the threshold voltage:

V, =V +7[ 120, [+, - fi20,] (2-15)

In general, the value of V,; is usually adjusted during fabrication
by implanting additional impurities into the active area. As shown in
Equation 2-15, the threshold voltage increases when the back bias, Vep,
is applied. A positive bias on the substrate results in a wider depletion
region and assists in balancing the gate charge. This causes electron
concentration in the inversion layer to decrease. Thus, a higher gate volt-
age is needed to achieve the onset of inversion resulting in an increase
of the threshold voltage. In addition, the doping concentration and oxide
thickness can also have impacts on the threshold voltage dependence
on back bias. Lower doping concentrations and thinner oxide result in
a weaker dependence of back bias on threshold voltage.

2.5 Metal-Oxide Field-Effect Transistor

The MOSFET shown in Figure 2-17 is an n-channel MOSFET, in which
electrons can flow from source to drain in the channel induced under
the gate oxide. Both n-channel and p-channel MOSFETs are extensively
used. In fact, CMOS IC technology relies on the ability to use both
devices on the same chip.

2.5.1 Device operation

To understand the MOS device operation, consider the setup shown
in Figure 2-18. The nodes of an enhancement-type NMOS transistor
have been connected through different voltage sources and ammeters
to apply voltages and monitor the device current. Typically, V.=Vz

and V. < U/ Taw atvmnnlintder vrrm mmen mmceeee 21— 21 1
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Figure 2-17 MOSFET structure.

source terminals are tied to the ground (i.e., Vgg = 0 V). These yield
the following:

Cut-off region of MOSFET. When the source and bulk of the n-type
MOSFET are biased at 0 V, with a small positive voltage is applied on
the drain and 0 V is applied to the gate—i.e., Vpg > 0 and Vg > 0—the
drain is a reverse-biased p-n junction. Conduction band electrons in the
source region encounter a potential barrier determined by the built-in
potential of the source junction. Assuming this is enhancement-t)fpe
MOSFET with V, > 0, electrons cannot enter into the channel region
and, hence, no current flows from the source to the drain. This is referred
to as the cut-off state.

Figure 2-18 Experimental setup for studying MOSFET characterstics.
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Linear region of MOSFET. As Vg is increased higher than V,, with band
bending in the channel region (v, > 0), it brings the conduction band in
the channel region closer to the conduction band in the source region,
reducing the height of the potential barrier of electrons. Electrons can
now enter the channel, and the current flow from source to drain can
be established.

In the low-drain bias regime, the drain-to-source current increases
almost linearly with drain bias voltage. Indeed, here the channel
resembles an ideal resistor obeying Ohm’s law. The channel resistance
is determined by the electron concentration in the channel, which is
a function of the gate bias. Therefore, the channel acts like a voltage-

“controlled resistor whose resistance is determined by the applied gate

bias. As the gate bias is increased, the slope of the I-V characteristic
gradually increases due to the increasing conductivity of the chan-
nel. We obtain different slopes for different gate biases. This region
where the channel behaves like a resistor is referred to as the linear
region of MOSFET. The drain-to-source current in the linear regime
is given by

W, 1
Logim = fﬂcox [(VGS - VT) Vs — 2 VSS] (2-16)

where V, is the threshold voltage, C/, is the gate capacitance per unit
area, and u is the effective channel mobility, which differs from bulk
mobility. We will deal with the concept of effective channel mobility
later.

Threshold voltage in the preceding equation is defined as

V, = Vi +20, +7,20, + Vg (2-17)

For very small Vpg, the second term in the parentheses can be ignored,
and the expression for drain current can be simplified to

w o,
Lygyn = f:”Cox (VGS - Vt) Vis (2-18)

which defines I-V curve as a straight line with a slope equal to the
channel conductance.

W ’
Gc = fucox (VGS - ‘[t) (2—19)

The MOSFET bias conditions under different modes of operation is
shown in Figure 2-19.
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Figure 2-19 MOSFET in different bias conditions.

Saturation region of MOSFET. Next, let us consider what happens when
Vps is increased such that Vpg > Vg — V,. Now, because both the gate
and the drain are positively biased, the potential difference across the
oxide is smaller near the drain end. Again, because the positive charge
on the gate is determined by the potential drop across the gate oxide,
the gate charge is smaller near the drain end. This implies that the
amount of negative charge in the semiconductor needed to preserve
charge neutrality will also be smaller near the drain. Consequently, the
electron concentration in the inversion layer near the drain end drops
when Vpg > Vg —V,. This result is reasonable because we know that the
gate-to-channel voltage at which there is no channel (before the onset
of a weak inversion) is equal to V, by definition of the threshold voltage.
Therefore, at the point where the channel pinches off near the drain
side, the channel voltage is Vo — V,, so the horizontal electric field across
the channel, during pinch off, does not depend on Vpg but instead on the
voltage across the channel, which is Vg — V. Hence, Equation 2-16 is
no longer valid when Vg > Vg — V. In this case, the drain current can
be derived by substituting Vpg = Viog — V, in Equation 2-16 as

7 w

1
DSlin — f/‘Cox [(VGS - Vt)VDs - §V§s:| (2-20)
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As Vpg is increased beyond Vpg,, the width of the pinch-off region
increases. However, the voltage that drops across the inversion layer
remains constant and equal to Vpgg,,. The portion of the drain bias in
excess of Vpg . appears across the pinch-off region. In a long channel
MOSFET, the width of the pinch-off region is small relative to the total
length of the channel and the variation can be ignored. Thus, neither the
length nor the voltage across the inversion layer changes beyond pinch-
off, resulting in a drain current independent of drain bias. Consequently,
the drain current saturates. In smaller devices, this assumption falls
apart and leads to a phenomenon called “channel length modulation.”
This can be explained by the fact that as Vg is increased above Vos—Va,
the effective channel length of MOSFET is not the physical drawn length
“L” anymore because of the presence of a depletion region between the
physical pinch-off point in the channel at the drain end and the drain
region itself. The effective channel length can be expressed as

Leff = Ldrawn - Xd

where X, is the depletion width. Hence, rewriting Equation 2-20 gives
us the following:

w , 2
IDS,sat = L ‘ucox (VGS - ‘/t) (2‘2 1)
eff

Now, because Ly, or X, is a function of Vg, it follows that Ipg sat
in Equation 2-21 is actually a function of Vpg. In fact, taking channel
length modulation into account, Iy ., can be expressed as

w o, 2
ID,sat = fucox (VGS - ‘77,‘) (1 + 2’VYDS) (2-22)

where 4 is a channel length modulation parameter, whose typical values
are between 0.05 V™" and 0.005 V2,

From this discussion, it is also evident that the electron distribution is
highest near the source and decreases near the drain. To keep a constant
current throughout the channel, the electrons travel slower near the
source and speed up near the drain. In fact, in the pinch-off region, the
electron density is negligibly small. Therefore, in this region, in order to
maintain the same current level, the electrons have to travel at much
higher speeds to transport the same magnitude of charge.

Figure 2-20 shows Ipg vs. Vpg plot for an enhanced n-type MOSFET.
As shown, at low Vpg, the drain current increases almost linearly with
Vps, resulting in a series of straight lines with slopes increasing with
Vs At high Vi, the drain current tends toward saturation and becomes
almost independent of Ve,
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Figure 2-20 Ipg vs. Vpg for MOSFET.

2.5.2 Second-order effects for MOSFET operation

Our analysis of the MOSFET characteristics so far has entailed making
several simplifying assumptions and analyzing an ideal device behavior.
The operation of a real MOSFET may show some deviations from the
model described which becomes especially acute as the dimensions of
MOSFET reach the nano-meter region. It is essential to understand
of some of these effects, also termed as second-order effects, and their
impact on the device behavior for the design of charge pumps.”” In this
section we will describe two second order effects that will be essential in
our subsequent circuit analysis.

Punch-through. When the drain of MOSFET is biased at voltage level
that is high with respect to the source, the depletion region near the
drain could extend to the depletion region near the source side and two
of them merge together. It will cause current to flow irrespective of the
gate voltage (i.e., even if Vg is 0 V). This phenomenon is known as the
punch-through effect. It is sensitive to the effective channel length of
MOSFET device, and the applied voltage levels on source and drain of
the devices. Since a high voltage charge pump is built based upon CMOS
process, and voltage levels seen on internal nodes are much higher
than chip supply voltage, extra attention is needed in dealing with any
MOSFET transistors that are connected to the high voltage signals.
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Impact ionization. As the length of MOSFET transistor is reduced, the
electric field near the drain of the transistor will increase (for a fixed-
drain voltage) due to saturation. For submicron gate lengths, the elec-
tric field near the drain can become so high that electrons are imparted
with enough energy to become what is termed “hot.” These hot elec-
trons impact the drain, dislodging holes that are then swept toward
the negatively charged substrate and appear as the substrate current.
This effect is known as “impact ionization.” Moreover, the electrons can
penetrate the gate oxide, causing a gate current. Over the time this can
lead to a degradation of the MOSFET device parameters (threshold
voltage, subthreshold current, and transconductance), which in turn
can lead to the failure of the circuits eventually. Although the substrate
current may be used in a positive manner to estimate the severity of
the hot electron effect, it can lead to poor refresh times in dynamic
memories, noise in mixed signal systems, and possibly latch-up. Hot
holes, on the other hand, do not normally present a problem because of
their lower mobility.

2.6 Latch-up in CMOS Technology

The device structures present in the standard CMOS technology are
inherently composed of parasitic PNP and NPN bipolar structures that
can give rise to a combined SCR-type effect, known as “latch-up.” Even
though this problem occurs more frequently in regions near I/0 inter-
face, a circuit designer contemplating a charge pump design should
be well aware of the dangerous latch-up effect when both NMOS- and
PMOS-type MOSFETS are used in charge pump circuits handling high-
voltage swings in every clock cycle.

Figure 2-21 shows the parasitic bipolar MOSFETs that are respon-
sible for latch-up in CMOS technology. Figure 2-22 shows the schematic
of the MOSFET parasitics. The emitter, base, and collector of the bipo-
lar pnp, @, is formed by the source of the PMOS, the n-well, and the
substrate, respectively. Bipolar npn @y’s collector, base, and emitter are
formed by the n-well, substrate, and source of the NMOS transistor. The
resistors RW; and RW, are the resistances of the n-well, and resistors
RS; and RS, are the resistances of the substrate. Capacitors C; and C,
are the parasitic capacitors that are present between the drain, source,
and the substrate of the PMOS and NMOS transistors.

In a normal operating region, the bias voltages at nodes b; and b,
are such that the parasitic bipolar devices are non-conducting. Because
Q) is off, the potential at node b, is close to 0 V. Since @, is off too, the
potential at node b, is close to the supply voltage. Now consider what
happens when a spurious positive voltage spike appears at node b,
through the parasitic capacitor C,. This will cause a high positive bias
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Figure 2-21 Cross-section view of an inverter showing the parasitic components.

at node b, and cause @, to turn on. A current through @, will reduce
the voltage at node b;. Now if the gain of the transistors and the input
voltage spike amplitude are high enough while resistances RW; and
RW, are low enough, a turned-on @, will cause @, to turn on. As a conse-
quence, @, will supply the necessary current to sustain the bias voltage
at node b,. Hence, this will give rise to a self-sustaining mechanism,
resulting in a low-resistance path from the power supply to ground. A
similar argument can be made for negative-going input pulses at node
b; through capacitor C;.

RW,
C (9]
U

Parasitic
Capacitor
RW.
RS, 2
Voo b, }/
L_/v | Q
Parasitic l\‘\
Capacitor
RS, Figure 2-22 Schematic of the
parasitic components related to
latch-up.

||}-—

Basic MOS Device Physics 35

The following common techniques can help to reduce the latch-up
problems in real practice:

» Reduce the parasitic resistances RW, and RW,. In general, if
these resistances are zero, the parasitic PNP and NPN transistors will
never turn on. The values of these resistances are strong functions
of the distance between substrate near active area and well contacts,
and the total number of the contacts. With plenty of these contacts
placed close to the NMOS and PMOS transistors, the value of RW;
and RW, can be kept at a minimum.

# Reduce the noise amplitude at nodes b; and b, by reducing
the size of capacitors C; and C,. Reducing the size of the NMOS
and PMOS transistors will reduce the size of the parasitic capacitors
C; and C,, thus lowering the magnitude of the signal fed through.

In general, large MOSFETS, required to drive heavy loads, are espe-
cially susceptible to latch-up because of the large drain depletion capaci-
tances. One of the best ways to design latch-up free circuits, especially
for charge pumps, is to use only one type of MOSFET in the circuit.

2.7 Merits of PMOS Versus NMOS in Circuit Design

The modern CMOS process uses two types of MOSFETs: NMOS
and PMOS. Early MOS IC developments focused on creating LSI
chips that used either all NMOS or all PMOS devices. (CMOS, which
employs -both NMOS and PMOS transistors, came later.) PMOS IC
devices were developed before NMOS ICs because they were easier
to make. NMOS transistors were susceptible to manufacturing con-
taminations that caused them to malfunction. However, this con-
tamination did not affect PMOS transistors in quite the same way
because they use holes instead of electrons as majority carriers. But
products built with PMOS transistors were inherently slow because
they relied on lower-mobility holes (electron mobility is about two
to three times higher than hole mobility) to carry current instead of
electrons, which made the industry focus more on building products
with NMOS devices.®

Yet, with the advent of technology and the established superiority of
the CMOS process, both PMOS and NMOS devices are being used in
modern-day circuits. However, analog circuits—and particularly the
charge pumps—can be created entirely out of either PMOS or NMOS
transistors. A detailed analysis will be done in Chapter 8 of this book.
In general, besides NMOS being faster, for given dimensions and bias
currents, NMOS transistors exhibit higher output resistance, which
equates to higher gain in amplifiers. Further, to conduct the same
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magnitude of current, an NMOS transistor can be smaller than the
PMOS. But PMOS transistors have one formidable advantage: because
modern silicon substrate are p-type, a separate n-well is created to
build PMOS transistors, which allows for the independent control of
a PMOS ftransistor’s body bias without impacting the neighboring
transistors. Hence, even though each MOSFET type has its own set
of advantages and disadvantages, it depends on the application and
the circuit designer to select the right type of devices for producing the
most efficient operation.

2.8 The MOSFET Model

Almost all electronic circuit simulations performed today are done using
the SPICE simulator or different variations of SPICE-based simu-
lators. SPICE, an acronym for Simulation Program with Integrated
Circuit Emphasis, is a general-purpose circuit simulation program for
nonlinear DC, nonlinear transient, and linear AC analyses. Circuits
may contain resistors, capacitors, inductors, mutual inductors, indepen-
dent voltage and current sources, dependent sources, lossless and lossy
transmission lines, switches, uniform distributed RC lines, and the five
most common semiconductor devices: diodes, BJTs, JFETs, MESFETsS,
and MOSFETs. SPICE originated at the EECS Department of the
University of California at Berkeley.”® Now, to represent the behavior
of transistors and other circuit elements in circuit simulations, SPICE
requires an accurate model for each device. Over the last few decades,
MOSFET modeling has evolved from basic empirical models to really
sophisticated levels for accurately modeling many second-order effects.
Throughout this chapter we saw the ideal equations that describe the
behavior of MOS transistors. Although these incorporate some nonideal
effects, they do not accurately model a specific device for a particular
process. This is especially true for devices with ever-shrinking dimen-
sions. In the original implementation of SPICE, as released by U.C.
Berkeley, three levels of accuracy were provided for MOSFET models
for SPICE simulations; these were denoted as Level 1, Level 2, Level 3.
The Level 1 model, also known as the Schichman-Hodges model, uses
basic device equations (square law) for Ing to calculate current flow,
device capacitances, and other parameters. However, the Level 1 model
eliminates most of the MOSFET’s second-order effects, notable among
them the carrier velocity saturation effect. The Level 1 model estimates
the basic I-V curves of long channel devices with reasonable accuracy,
but it still predicts the output impedance of transistors in saturation
quite poorly.

The Level 2 model was then developed to represent many higher-order
effects. The Level 2 model, also known as the Grove-Frohman model,
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of threshold voltage across the channel. During the derivation of the
MOSFET Ipg equations, it was assumed that the threshold voltage is
constant along the channel. This assumption is not correct because the
charge in the depletion region under the channel varies according to the
local voltage. The Level 2 model addresses this issue, along with other
second-order effects, including the effect of velocity saturation. Silicon
data indicate that the Level 2 model provides reasonable I-V accuracy
for wide short channel devices in the saturation. But simulating with
the Level 2 model is computationally intensive because of the existing
3/2 power equations. The Level 3 model was then developed around 1980
with some simplified equations and some empirical constants added to
improve accuracy for short channel length devices. It is computationally
more efficient, replacing the 3/2-power terms with a first-order Taylor
expansion. The drain-induced barrier-lowering effect was also added.
The Level 3 model is impressively physical, modeling two-dimensional
effects based on junction depth and depletion depths.

The BSIM series models,”® as the MOSFET models originating from
U.C. Berkeley are named, were developed as simple physical models with
many new “engineering” parameters added to simplify the equations
and yet attain better accuracy. These models have enjoyed widespread
adoption and have become a standard for defining CMOS processes.
BSIM models have evolved, especially over the last decade, from BSIM1,
and BSIM2, and BSIM3 to the latest BSIM4 models. In general, the
BSIM models have incorporated the following important features:

® Vertical field dependence of carrier mobility
a Carrier velocity saturation
® Drain-induced barrier lowering
8 Depletion charge sharing by source and drain
# Nonuniform doping profile for ion-implanted devices
2 Channel length modulation
# Subthreshold conduction
2 Geometric dependence of electrical parameters
® Gate tunneling model (BSIM4)
® Intrinsic gate resistance model (BSIM4)
® Substrate resistance model (BSIM4)
8 Layout-dependent parasitic model (BSIM4)
It is interesting to note that as the BSIM model has evolved, it has

also increased the number of device parameters accordingly, as shown
in Figure 2-23. Whereas BSIM1 needs about 50 parameters, BSIM2
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Figure 223 MOSFET model parameter variation.

The latest BSIM models strive to deal with frontier effects of the progress-
ing technology, incorporating ultra short channel effects and providing
reasonable accuracy for subthreshold and strong inversion operation.

2.9 SPICE Simulation Convergence

Normal SPICE-based simulators solve the MOSFET equations for DC
and transient analyses through an iterative process.g’10 However, for a
number of reasons, the iterative process does not always converge on
a solution, especially for purely analog circuits involving capacitors, as
in the case of charge pump circuits, and this becomes a major source of
frustration. In the following paragraphs we will discuss ways to mitigate
this major issue. .

Consider a typical convergence problem. SPICE makes an initial
guess at a circuit’s node voltages and, using the circuit conductances,
calculates the mesh currents. Next, SPICE uses this current informa-
tion to recalculate the node voltages and starts the cycle over again. The
procedure is repeated until the entire node voltages settle to within cer-
tain tolerance limits, which can be altered with OPTIONS parameters,
such as RELTOL, VNTOL, and ABSTOL.

Now, if the node voltages do not settle down to the tolerance limits
within a certain number of iterations, the DC analysis results in an
error message, such as “No convergence in DC analysis.” SPICE then
exits out of the simulation process because an initial stable operating
point is required before running a DC or transient analysis.
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When transient analysis is run, this iterative process repeats for each
individual time step. If the node voltages do not settle down, SPICE
reduces the time step and tries again to determine the node voltages.
But, if the time step reduces beyond a certain fraction of the total analy-
sis time, SPICE issues the error message “Time step too small” and
quits the simulation.

In general, initial DC convergence problems occur because of incor-
rect initial voltage guesses, model discontinuities, unstable/bistable
operating points, or unrealistic circuit impedances. Further model dis-
continuities or incorrect circuit connections are usually the causes of
transient-analysis failure;

To solve the DC convergence problems, any of the following five steps
may be used:

® Make sure all the circuit connections are valid. Check for floating
nodes, dangling nodes, and incorrect connections.

8. Increase the ABSTOL, RELTOL and VNTOL options.

ABSTOL is the absolute current tolerance. Its default value is 1 pA.
This means that when the node current reaches within 1 pA of its
actual value, SPICE assumes that the current has converged and
moves to the next step. VNTOL is the node voltage tolerance. Its
default value is 1 uV. RELTOL is the relative tolerance parameter, and
its default value is 0.1%. RELTOL and VNTOL act together during
a simulation. Let us assume during the course of a simulation the
actual value of a node voltage is 1 V. The RELTOL parameter will
signify a convergence when the node voltage is within 0.1% of 1 V
(i.e., within 1 mV of a volt), whereas the VNTOL parameter signifies
a convergence when the node voltage is within 1 uV of a volt. SPICE
will use the larger of the two numbers (in this case, the RELTOL
parameter) to flag the convergence.

By increasing the value of these parameters, the convergence prob-
lems may be avoided at the cost of simulation accuracy. To help circuit
convergence, these parameter values may be reduced as follows:

1. option ABSTOL=1e-6 VNTOL=1e-3 RELTOL=1e-2
2. option ABSTOL=1e-3 VNTOL=5e-3 RELTOL=1e-1

® Use initial conditions by inserting a UIC keyword in the TRAN

statement. For example, using “.tran 1n 100n UIC” causes SPICE
to completely bypass the DC analysis. Add “.IC v(X)=" initial-
condition statements to assist in the initial stages of the transient
analysis.

® Ramp up the power supplies. In general, using a DC voltage source

for the power supply may cause convergence problems. Instead, ramp
up the supply voltage(s) slowly to get around these problems.
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For example, the vvdd vdd 0 pwl On Ov 1000n 2.5v command will
ramp up the input Vpp power supply voltage slowly from 0 V to 2.5V
over 1000n seconds. A

Further, convergence during DC sweep can also be helped by avoiding
absolute power supply boundaries. Hence, sweeping a voltage source
from O V to 8 V may prove troublesome, but sweeping it from 0.1V to
2.95V may work.

m Reduce the rise/fall time of the input stimuli. During transient analy-
sis, if the circuit uses external input signals, pay attention to the rise/
fall times of these input stimuli. Applying signals with sharp rise/fall
times may flag “Time step too small” errors. A simple solution is to
experiment with longer rise/fall times for the input signals.

2.10 Conclusion

The main purpose of this chapter was to quickly review the basic p-n
junction diode, MOSFET capacitor, and MOSFET characteristics and
operation to allow us to gain a better perspective into the operations
of the charge pump circuits in the coming chapters. This chapter also
touched on MOSFET SPICE models and convergence issues during
SPICE simulation, which will always be present during charge pump
circuit simulations.
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Chapter

Basic Operation
of a Charge Pump

3.1 Charge Pump System

Charge pumps have been used to generate high voltages for many appli-
cations, such as EEPROMs and Flash memories for programming and
erasing of the floating-gate. In general, a charge pump is a closed-loop
system because the pump output is usually regulated at a predeter-
mined level. To achieve the regulation, the pump needs to be kept turned
on, as long as the output voltage is lower than the regulation level.
If the pump output level reaches or exceeds the regulation level, the
extra charge from pump output must be shunted away or the pump
must be completely shut off. Since the system is relying on feedback
control to maintain the regulation, obviously there is output noise near
regulation level.

A basic block diagram of the charge pump’s operation is shown in
Figure 3-1. Assuming the pump output voltage is starting from zero at the
beginning of operation, the output of the regulator is high (meaning that
the pump output voltage is lower than the regulation level), Feedback
signal from the regulator would enable pumping clocks to be applied to
the charge pump. Charge is transferred from stage to stage and the poten-
tial energy of the charge is elevated as it propagates through stages. The
output of the charge pump will start to ramp up once the charge reaches
the output. During this time the regulator is enabled to constantly
sample the output voltage and compare it with the reference voltage.
When the output reaches the regulation level, the regulator senses it
and deactivates the pumping clock. The charge pump is shut off.

If the output load is purely capacitive in nature, the pump output
voltage should remain unchanged for a long period of time and in prin-
ciple the pump does not need to be turned on again once regulation level
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Figure 3-1 A charge pump system.

is reached. In reality, though, this scenario seldom happens. Capacitive
coupling from nearby signals, the DC current attributing from different
output leakage components, DC current dissipation in the regulator,
and myriad other components will obviously cause the output of the
charge pump to be discharged over time. Depending on the pump’s
feedback response time and other implementations, the regulator lell
eventually detect the deviation of output voltage from the regulation
level and enable the charge pump. Since the output is closer to the
original preset level, the pump should be able to replenish the .lost
charges faster and reach regulation level only in a short amount of time.
As shown in Figure 3-1, this process will introduce output voltage over-
shoots and undershoots near regulation level. If the amplitude of noise
is large, it may be detrimental to the functionality and device-related
reliability of the circuit. Many techniques have been proposed to reduce
the output noise for different applications, such as operation-dependent
power balancing between pump and output load scheme, and the
voltage-controlled oscillator (VCO) approach.

The operation-dependent power balancing between pump and output
load scheme relies on matching pump output strength with the load-
ing circuit power consumption at all time. The charge pump may have
different output power specifications in many different operations. Even

within the same operation the loading circuit may have different cur-

rent loads over time. Noise occurs if there is mismatch between the
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delivered power from the pump and the consumed power from the load.
If pump strength can be adjusted based on operation, then the output
noise can be minimized. Pump strength can be adjusted as required
by varying clock frequency, pump clock amplitude, sizing of effective
boosting capacitance, etc., the second approach uses a voltage-controlled -
oscillator instead of a steady clock generator. The clock frequency of the
VCO will be high when the pump is initially starting up. Then this clock
frequency will slowly decrease in an almost linear fashion as the output
voltage approaches the regulation level and will almost stop when the
value is reached. The latter approach is more complex to implement and
not suitable for all applications.

At the end of the high-voltage operations, it is required to shut off the
charge pump, discharge the high-voltage potential at the output and all
internal nodes, and bring them down to normal chip supply levels. This
shut-off and discharging process should be carefully managed. If the
pump circuit, including the regulator, is shut off before discharging, it
may create unwarranted high-voltage stress on some circuits. Further,
discharging the high voltage to internal chip supplies may create high-
ground bounce or high-V,, bounce without careful timing controls.
The noise could create problems for other circuits still in operation. In
general, it is better to discharge the internal high-voltage nodes during
a pre-defined period for high-voltage recovery purposes only.

Most of the techniques and processes discussed so far will be explained
in detail in the following chapters. Throughout this chapter, we will
focus on understanding the basics of charge pump operation. We will
start with the bucket capacitor model and then discuss the operation of
the Dickson charge pump and the different second-order effects, using
equations to reinforce the concepts.

3.2 Basic Concept: The Bucket Capacitor Model

Charge pumps are circuits that generate a voltage level higher than
the chip supply voltage from which they operate. To see how this is pos-
sible, consider the simple circuit shown in Figure 3-2, which consists of
a single capacitor and three switches.!

During clock phase, ¢, switches S; and S; are closed and the capacitor
is charged to the supply voltage, Vpp. Next, in the second clock phase,
#5, switches S; and S; are opened and switch S, is closed. The bottom
plate of the capacitor assumes a potential of Vpyp, while the capacitor
maintains its charge of @ = C x Vpp, from the previous phase. This means
the following during ¢,:

QR=CV

out

_VDD)=C><VDD ie. V.. =2xV,, (3-1)
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Figure 3-2 Simple voltage doubler.

Thus, in the absence of a DC load, an output voltage can be gener-
ated that is twice the input supply voltage. In order to accommodate a
load at the output, the circuit should be modified by adding an output
capacitance, as shown in Figure 3-3.

In this case, the ideal output voltage is given by

C
V, ij=———Xx2Xx V (3-2)
out — C Cout

Needless to say, the presence of the output capacitor C,,; will reduce
the output voltage, depending on the output load capacitor. If a load,
R, is present, a ripple voltage, V5, will also be generated at the output.

—/ OV,

¢ ¢b out
Vop O—— TC T Cou ; Ry
Sy S,
- . 1
O —
8 [ -

Figure 3-3 Voltage doubler with a load.
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The ripple voltage can be reduced by making C,,, sufficiently large so
that Vzis negligible compared to V,, but in doing so the output voltage
will also be reduced. It is important to note that the switches mentioned
in this circuit can actually be implemented using n-type MOSFETS or
p-type MOSFETSs, and the capacitor can be a standard metal-metal
capacitance or realized using the gate oxide of the MOSFET, with its
source-drain substrate connected together to form one end and the gate
forming the other end. It is also important to pay considerable attention
to the type of MOSFETs used in circuits involving high voltages. We
will discuss this point later. Next, we will see a practical method of
generating high voltage using the Dickson charge pump.

3.3 The Dickson Charge Pump

The operation of the Dickson pump circuit®® is illustrated in Figure 3-4,
which shows the typical voltage waveforms in an n-stage multiplier. As
you can seen, ¢ and ¢, are two out-of-phase clocks with amplitude V,and
are capacitively coupled to alternate nodes along the diode cham The
two clocks increase the potential voltage of charge at subsequent nodes
by pumping packets of charge along the diode chain as the coupling
capacitors are successively charged and discharged during each half
of the clock cycle.

Figure 3-4 Internal waveforms of a 2-phase charge pump.
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As shown in Figure 3-4, the difference between the voltages of the nth
and (n + Dth nodes at the end of each pumping cycle is given by

AV=V

n+l

V=V, -V, (3-3)

where V;is the voltage swing at each node due to capacitive coupling
from the clock, Vj, is the forward bias diode voltage, and V is the volt-
age by which the capacitors are discharged down when the multiplier
is supplying an output current (I,,,).* For the clock coupling capacitance
(C) and stray capacitance (Cg) at each node, the voltage gain can be
represented as

C
' = —|V, (3-4)
Ve (C+CSJ ¢

When the clock ¢ is low and ¢, is high, MOSFET T conducts while
MOSFET T} is off. When T, is on, the voltage at node 1 settles at Vpp— V).
Next, when the clock ¢ goes high, the voltage at node 1 becomes ’

V=V + (V5 =Vp) (3-5)

During the time ¢, is low and assuming the clock period is suf-
ficiently long, MOSFET T; will conduct until the voltage at node 2

charges up to
Vo=V +(V; -Vp)-V, (3-6)

Next, when the clock ¢ goes low and ¢, is high, the voltage at node 2
becomes

Vi =Vip +2(V, ~Vp) (3-7)

Hence, for N stages, the voltage at node “n” will be V, = Vpp + N*
(V; — V). MOSFET T,,; forms an isolating diode, forcing the output
voltage to be

4 (3-8)

out

=Vpp + NIV, V1=V,
Equating the value of V; from Equation 3-2 we get the following:

C
Ve = Vi +N[(C+CS)V¢ -V

This equation shows the output voltage in an ideal situation when the

mmcmmmon 2 mmnd A AT nitan e mmmvr mnndennnd Tand henmmannd Ranaiaana 4+l A mrran wrrall

v, (3-9)
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be connected to an output load, which could be drawing a load current,
the output voltage will not remain at the voltage expressed in Equa-
tion 3-9. Assuming V, as the voltage drop per stage for supplying the
average load current, the charge pumped by each diode per clock cycle
is (C + C))V;. The current supplied by the pump, at a clock frequency £
is given by

1,=fC+C)V, (3-10)

Rewriting Equation 3-10, the output voltage for N stages is reduced
by an amount

NxI

out

C+C)f

Rewriting Equation 3-9 by incorporating the effects of the load
current, the output voltage becomes

C Iout -

Vvout_VDD +N[{C+CSJVY¢ VD m{' VD (3 11)
where V,; is the maximum peak output voltage at the last stage. Next,
when ¢, goes low, MOSFET T,,, turns off and the output load resistance,
Ry, will discharge the load capacitor. Then, when ¢, goes high, MOSFET
T,.; will conduct and the output will charge up. This will give rise to a
ripple at the output, defined as V. Because C,is sufficiently large, V5
will be small compared to V,,;. Vz can be expressed as

I v

out out

V,= =
F fxcout fXRLXCout

(3-12)

The output ripple voltage is the noise to the loading cirecuits. Large
amplitude of ripple could affect the operation of the chip, such as PLL,
EEPROM, or flash memory applications. As can be observed from
Equation 3-12, the ripple voltage can be reduced by increasing the clock
frequency f or by increasing the output load capacitance. Each of these
methods has its own limitations and drawbacks. Frequency cannot be
blindly increased without decreasing the pump’s efficiency after a cer-
tain limit. Also, increasing the load capacitance will reduce the output
ramp-up time adversely.

From Equation 8-11, it can be seen that the charge pump will work
provided that

) A
N”run Vrp_VD_mfn 71~ Vp>0
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which simplifies as follows:

C Iout -
[[EIFJV ~Vp- (C+C)f} >0 (3-13)

Now Equation 3-11 can be rewritten as

V =V-I R (3-14)

out 4 out™"S

where
C v
V, =V +N CiC C VD -V,
and
N
Ri=—— -
ST(C+C)f (3-142)

Here, V, and R are the open-circuit output voltage and output series
resistance of the charge pump, respectively.® Therefore, Equation 3-14
can be expressed as a simple equivalent circuit of the charge pump, as
shown in Figure 3-5.

In deriving this model for the charge pump, it has so far been assumed
that the capacitors are fully charged and discharged with the diode
connected MOSFET cutoff voltage, Vy. In practice, this is not the case
due to the nonlinear voltage-current characteristics and internal series
resistance, B, of the MOSFETSs. This results in a residual voltage in
addition to V, remaining across the diodes at the end of each cycle,
causing the multiplier output series resistance, Rg, to increase in a non-
linear manner with load current. However, by making Ry sufficiently
small, the increase of Rg due to this effect can be minimized. Proper care
should be taken to size the MOSFETSs by keeping minimum permissible
channel length and allowing sufficient MOSFET width.

g S S
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3.4 Dynamic Analysis of the Charge Pump

Because the internal nodes of the charge pump are always in a state of
flux, we need to make some simple assumptions to quantify its dynamic
operation. ® Assume that the charge pump has slowly risen to the maxi-
mum voltage and is maintaining the output voltage constant. Under
this scenario, the charge transferred from one capacitor to the next
equals the charge transferred to the output. We also need to make the
following assumptions:

m The parasitic capacitance at each stage is negligibly small.

# The clock cycle time is sufficiently large, compared to all the RC time
constant in the circuit.

Next, consider the simplified circuit shown in Figure 3-6.
Assuming a complete charge transfer, the charge stored at node 1 at
time T is

Q =C(V,-V) (3-15)

Now the positive edge of the clock ¢ injects a charge at node 1, which
causes M; to conduct and transfer charges to node 2. At the end of time
T,, assuming the charge transfer is complete, the potential at node 2
will rise to

V,=(@,+q,,)/C (3-16)
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where @, equals the existing charge at node 2, and g;,; is the part of
the charge transferred to node 2, after being injected by the clock ¢ at
node 1. However, :

V,=V, -V, (8-17)
where V] is the new potential at node 1 at time 7, or

V, =V +(@ -q,)/C (3-18)

Hence, substituting Equation 3-18 and Equation 3-16 into Equa-
tion 3-17, we get

Voc+(Q1 S ;q“j)J—‘C Gt quj)

or
2Q, =@, +2q,,

or

@, =2C(Vy, —V,)-2q,, (3-19)
Again, at time T, the potential at node 3 can be expressed as

Q, Q.

Substituting Equation 3-19 in the preceding equation, we get the
following:

@ =3C(Vp —V,)—2q,,
The preceding sequence of charges/stages can be expressed as
Q(2n—1)=(2n—1)C(Vv'DD =-V,)-2(n-1)gy, (3-20)
when n is even, and as
Q2n)=2nC(Vyy, - V,)-2nq, (3-21)

when 7 is odd. Here, 1 < n < N/2. Note that the first stage can be
defined by n = 0, but it is not in the domain of the preceding equations.
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Further, n = 1 means the physical second stage, and n = 2 means the
physical third stage, and so on.

Now the voltage equation of the last stage can also be represented
as

‘fout =V + Q(N)_V

o ¢
or
QN)=C(V,py = Vip +V,) (3-22)
Assuming an even number of stages, Equation 3-21 can be expressed
as '
_Q(2n)
%=, ~CVpp=V,)

Incorporating Equation 3-22 in Equation 3-21, the final output charge
at stage IV can be expressed as

out

- =%[(N+1) (Voo =V,)-V,,,] (3-23)

Equations 3-20 and 3-21 can also be expressed in terms of V,,, and Q.
Substituting Equation 3-23 in Equation 3-21, we get the following:

2kC 2kC
Q@) =2kC (Vo = V)= == (N 4DV, = V) + 2V,

2kC
Q2n)= T(V;ut -Vin— Vt)
Similarly, substituting Equation 3-28 in Equation 3-20, we get

QR(2n-1)

2k-1
= (N )C(V:)ut_VDD“V;)'i'C(VDD—V;)

As shown in Figure 3-7, the last stage holds the maximum amount
of charge. Further, the charge stored in each stage does not increase
linearly. This can be quickly explained by the basic operation of the
Dickson pump.
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Figure 3-7 Charge stored at each internal stage.

The charge supplied by the power supply, every cycle, in a steady state
is equal to the charge transferred to the capacitor, C;, through the diode
M,, plus the charge transferred by the clocks ¢ and ¢, through capacitors
C; to Cy from one stage to the next.

Solving the equations for the total charge delivered from the power
supply and the charge delivered at the output, it can be shown that

O=(N+DxC, X[V, (O)~Vpp -V, (3-24)

QVDD oad out t

where Cyg = Cous + Cpumps Cpump ~ NC/3 (assuming N > 4), and Clyyy 18
the inherent capacitance of the charge pump.

Finally, Tanzawa and Tanaka® have shown that the rise time, T, for
the output voltage to charge up from initial state (Vpp — V}) to a final
voltage, V5, can be expressed as

b Ve, —(Vip=V)
N(VDD _Vt)
T = L ose (3-25)
1
In C
1 -
+N(Cload)

Thus, the average output current during time 7). can be expressed
as
- Cload Ve = Vip — Vt)] ‘ (3-26)

out T

r
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and the average power supply current consumption during 7' can be
derived from Equation 3-24 as

I _ QVDD @ N+ 1)Cload (Vﬁn _ VDD — Vt)
VoD T T T

r r

(3-27)

where Cload = Cout + Cpump'
For charge pumps requiring high-output voltages, the number of
stages is essentially high (N > 8, or if N = 8, the charge pump may be
operating with a boosted clock scheme, such as 2-4Vpy).
Hence, to ensure good output current, N (Vp, — V,) >> V.. Further,
the output load Cy 4 >> C.

Equation 3-25 can also be expressed as

In _Vﬁn_(VDD—‘/t)
7 — | N(VDD_Vt)

" B

(3-27a)

where

is a constant.

Now, a continuous function of the form In(x) can be expanded easily
in terms of a Taylor series. In the current case, even though the output
voltage,V,,;, will be a staircase function as it reaches its destination volt-
age, Vi, it can be assumed to be a smooth function because the rise time is
very large compared to the clock cycle and the output load capacitance is
generally very high compared to the pump capacitor. Hence, simplifying
Equation 3-27a using a Taylor series expansion for logarithmic functions,
Papaix and Daga® have simplified the rise time as follows:

T =Vﬁn_(VDD_V;) l_l_qﬂ T (3'28)
" (VDD_Vt) 8 NC )

The power efficiency can be calculated like this:

é = ‘/outIout - Vvoutcload [Vﬁ_n ~ (VDD - V;)] - V;ut (3-29)
Vinlwa VooV +DC(Vy, =V =V)) - (N+ DV,
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This shows that the number of stages only determines the power
efficiency when V,,; and Vpp are fixed. Further, the rise time, T, is
proportional to Ci,ug, fosey /N, 1/VDD, and 1/C. In general, the W/L
dimensions of the diodes are not parameters in these equations because
the equations were derived assuming a complete charge transfer, every
clock cycle. However, in reality, the W/L ratio of the diodes cannot always
be very high, because this will increase the layout area, and the fre-
quency of operation is not always tuned for complete charge transfer.
Hence, this incomplete charge transfer scenario will cause an anom-
aly in the rise time between the expected result from Equation 3-28
and the actual simulation results. The exact derivation of the charge
pump’s output characteristics during incomplete charge transfer is
beyond the scope of this book. For initial study purposes, the reader is
requested to design and simulate the charge pump with a relaxed clock
period to ensure complete charge transfer. After that he/she can reduce
the clock period and study the new effects.

The preceding derivations allow us to synthesize an equivalent model
of the charge pump, as shown in Figure 3-8.

From Equation 3-24, and referring to Figure 3-8 ,V .. equals (N + 1)
(Vop — V), Reyy equals N/C, and C,, equals NC/3 (assuming N > 4).

3.4.1 The body effect revisited

In the previous chapter we saw that the threshold voltage of an NMOS
transistor can be represented as

V=V, +7({8,+V,, =8, (3-30)

where

® ¢ equals the surface potential at threshold and is represented by

e e e e

Figure 3-8 Equivalent model of the Dickson pump.
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m y equals the body effect coefficient and is represented by

£
® V,, equals the zero-bias threshold voltage.
m V, is the source-to-body voltage bias.

As you can see from the preceding equation, for a particular process
corner, V,, ¥ and 9, are constants. Hence, as the source voltage of an
NMOS MOSFET increases, the threshold voltage of the MOSFET
aiso r£s7es, which results in decreased I, so less charge transfer takes
place.™

3.5 Dynamic Analysis of the Charge Pump with Body Effect

The derivation for Equation 3-25 assumes a complete charge transfer
and is implemented with diodes. In CMOS technology, because diodes
are generally implemented with MOSFETS, as shown in Figure 3-9,
with the drain and gate tied together, implementing a Dickson charge
pump with a series of NMOS transistors will introduce body effect—the
V, of the MOSFETs will increase as the source voltage increases. Hence,
Equation 3-25 needs to be readdressed, incorporating the effect of V,
variation.

In general, for an NMOS with a zero back bias, when the drain and
gate are tied together, the source voltage can be expressed as

Vs:VD—Vto

Taking body effect into account, this expression can be modi-
fied as V = & (V — V), where « is the body effect factor.® Therefore,

oy ¢
Figure 3-9 Dickson charge pump implemented using MOSFETs.
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Equation 3-15 can be expressed as @; = aC(Vpp — Vy). Equa-
tions 3-22, 3-23, and 3-25 can also be restated as follows:

j=2n Jj=2n )
Q(2n) = JZ a/C(Vy, =V,) - 2 a(J_l)qinj (3-31)
=] p=| ‘
je2n-1
Q2n-1)= 3, o/IC(Vy, -V)-qyl -0 g,
=]
QD =c(121£_vg} (3-32)

Using Equations 3-31 and 3-32, the output charge g;,; can be
expressed as

N+1 )
c Z aJ(VDD _‘ft)_Vout

j=1
N
o

=1

(3-33)

qinj =

which was derived by Kanawaja et al., and the output rise time, 7}, from
(Vpp — V) to Vg, can be derived as

Vi~ Vop=V,)

J=n+l1

Y -1
(VDD —Vt)[ i=1 J
T = T (3-34)
T S
In C
1 -_
" N(Cload)

1—
In

As a test, you can see that if there is no body effect—i:e., ife=1,V,=
V,;— V,;.—then the preceding equation reduces to Equation 3-25.
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3.6 Conclusion

We have analyzed the Dickson charge pump operation and quantified its
operation while deriving its output voltage, current, and rise time char-
acteristics. We also saw that the charge pump can be represented as a
simple voltage source with an internal serial impedance. As the number
of stages of the charge pump is increased, the pump is able to deliver
higher output voltages, but the internal series resistance also increases,
thus decreasing the available output current. In the subsequent chap-
ters, we will build on this understanding of the Dickson charge pump®
and scrutinize different factors affecting the charge pump’s perfor-
mance and efficiency. We will also examine different varieties of charge
pumps designed to increase efficiency and get around the crippling high-
threshold voltage problem, such as the 4-phase charge pump, CTC charge
pump scheme, and charge pumps designed with PMOS transistors.
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Chapter

Charge Pump Design Criteria

A charge pump is a common system, the construction of which is based
upon simple CMOS transistors and capacitors. Relying on charge con-
servation theory and the capacitive coupling method, the charge pump
generates the final output voltage, which can be either higher or lower
than the given chip supply voltages.

Figure 4-1 shows a generic high-voltage charge pump block and
the output path network. There are seven components: a high-voltage
charge pump, a noise-filtering capacitance (Cger)s a decoupling
capacitance (Cdewupﬁng), a resistor (Rregu]aﬁon) from the resistor divider
circuit used in high-voltage regulation path, a high-voltage switch
used to connect and disconnect the pump output to the loading cirecuits,
a capacitive output loading (C, ), and a current loading (I,,q)- The
charge pump is designed to bring its output to the desired voltage level
within a fixed amount of time. The load current must be supplied at
designed regulation levels.

Many criteria should be considered before the actual design work
can start. Normally designers should consider at least two things:
the available technology and the product specification. Technology
involves the wafer processing for the chips. Models and parameters
such as capacitance, sheet resistance, interconnection, and transistors
are set by the technology and are used by designers in circuit design.
The product specification contains the requirements the final product
must achieve. Specifications such as power-consumption requirements,
the pump-regulation level, the power efficiency of the design and die
size, and so on, are the targets the circuit design has to meet on silicon.
The following sections discuss the different major aspects that must be
understood before starting the charge pump design.
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HV Switch
Output
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Figure 41 Generic high-voltage charge pump block and the output path network.

4.1 Technology

At any time one to many technologies may exist to facilitate the design
of the charge pump. Some technologies may be more advanced at a
given time, and the final product can be more costly to produge. On -the
other hand, some technologies may be more advanced at a given time
and cheaper in terms of manufacturing cost. It is important to know
what is available to designers and the pros and cons for each technology.
More advanced technologies may not have the best economic return in
the actual production. , '

Looking back in history, it is clear that technology evolves over time to
meet the needs of a design. With more applications being introduced and
more demands being created, better technologies are developed to alloyv
more advanced designs to be feasible at lower costs. As mentionefi in
Chapter 1, the very first charge pump was proposed by Swiss phy51c1§t
Heinrich Greinacher in 1919. By cascading more than one diode capaci-
tor in series, a voltage greater than the supply voltage can be gener-
ated. Later, this technique was used by John Douglas Cockeroft and
Ernest Thomas Sinton Walton to generate voltage potentials of more
than 800,000 volts in their particle accelerator. This technique was again
adopted by John F. Dickson, who proposed the technique of implement-
ing the charge pump on a silicon chip.

Gradually charge pumps became widely used on chips, such as EPROM,
EEPROM, Flash memory, PLL design, and so on. They help generate a
voltage source that is higher in potential than the available chip power
supplies. For example, EPROM/EEPROM uses high voltages pote.ntlals to
electrically program, or electrically erase, the bits in the nonvolatile mem-
ories. The high-voltage potential required is generally higher than the
chip supply voltage given. Before 1990, the needed high-voltage potential
could not be generated on chips. In order to program or erase the EPROM/
EEPROM memories, an external EPROM/EEPROM programmer was
used. The desired high-voltage potential has to be generated off-chip. Due
to this constraint, the nonvolatile memory chips have to be inserted by
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the programmer to be programmed or be erased. Later, they are inserted
back into the system. It is inconvenient to use nonvolatile memory in this
fashion at system level. With the introduction of Flash EEPROM memory
in the early 1990s, the high-voltage potentials could be generated on the
chip itself. There is no need to use external power supplies to supply high
voltages any more. Flash memory chips can be programmed directly or
erased without the need for external high voltage sources. “In-system
programming’ is the term for on-chip programming or erasure.

In the early days, the high-voltage potentials needed by EPROM/
EEPROM™™® were near 10~12 V. Later, as the chips migrated from
the desktop to handheld devices, the power supply used in the system
was scaled down to reduce the power consumption. At the same time,
the off-chip high-voltage generation was migrated onto the chip itself.
Now the charge pump is an essential component in many chip designs.
Without the advance of technology, it is impossible to imagine the pro-
liferation of cell phones, digital cameras, and MP3 players. They all rely
on the nonvolatile memories in the system to store critical information.
The charge pumps are the essential building blocks that make those
applications feasible.

Technology determines the architecture and circuit design. To design
a charge pump, designers need to understand the system supply volt-
age, oxide, and resistor and transistor specifications. All of these play a
crucial role in determining circuit performance, total die size, and the
power consumption of the design for the final products.

4.1.1 System supply voltage

The power supply for the chip comes from the system board where
it is being soldered. The absolute levels of supply voltages are fixed
by the system specification. For example, if the chip was designed for
boot information storage on the PC main board, the supply voltage
would be around 5 V. If the chip was designed to be used in a handheld
device, such as a cellphone or PDA, the available supply voltage would
be around 1.8 V or 3V from the batteries. The charge pump uses the
given chip power supplies as its charge source. It also uses the chip
power supplies as the drives for all supporting pump circuits, such as
clock generation and clock buffers. After the initial charge enters into
the pump stages, its potential energy is elevated by the work of capaci-
tive coupling. In each clock cycle, the change of potential energy depends
on the clock driver strength, boosting capacitance sizes, and parasitic
loadings on internal nodes. Ideally, if there is no loss of charge during
transfer, and if all circuits are operating at 100% efficiency, then all
the power consumed from the chip power supply by the charge pump
should be delivered completely to the output of the charge pump. If the
pump output power consumption is fixed, then Equation 4-1 should
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hold true at all times for the same pump circuit operating at different
power supply voltages.

P =V, xI,
P, =V, xI, ‘ (4-1)
P, =P, =>V,xL,=V,x],

For example, in an ideal case, a 5V charge pump, which consumes
10 mA of I current, has a total power consumption of 50 mW. The
output of acccharge pump can deliver 50mW of power at its regulation
level. For an equivalent 3V design to have 50 mW output power capa-
bility, the charge pump should consume 16.7 mA of I current from 3V
power supply. The total power delivered to the output of the charge
pump is still 50 mW. In reality, charge loss occurs during tx:ansfer due
to parasitic loadings and due to the threshold of NMOS diodes. Al'so,
the circuit efficiency is not 100% and all peripheral supporting circuits
consume power.

Figure 4-2 shows the ideal relationship between the I ofa pump ver-
sus the chip supply voltage for an ideal pump with 100% circuit efficiency.
If the pump output power requirement is not changed, the total power
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Figure 42 ] of pump vs. chip supply voltage in an ideal case.
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consumed from the chip power supply should not change. Stated another
way, the product of I «and V__should be constant. In reality, Equation 4-1
will not hold because the power supply voltage varies for the identical
pump design. There is the loss of charge due to parasitic capacitive load-
ings on each stage, and there is the loss of charge due to the threshold
of NMOS diodes at each pump stage. Peripheral supporting circuits
will consume some amount of power in addition to the actual pump.
In addition, the circuit efficiency is reduced dramatically as the supply
voltage is scaled down.

As the chip power supply voltage is scaled down, as shown in Figure 4-2,
the I, current would increase inversely proportionally. In reality, the
efficiency of the transistor and the efficiency of the capacitance would drop
as the driving voltage is scaled down. Current drivability would decre-
ase as V_ and V, are reduced. The threshold voltage of diode-connected
NMOS becomes a more significant factor to impede the transfer of charge
between stages. In order to meet the same pump output performance at
a lower chip power supply voltage, the sizes of transistor and capacitance
have to be increased further rather than proportionally with scaling of
supply voltage to compensate for the reduction of supply voltage.

In Figure 4-3, a realistic I, versus VSupply curve is plotted on top of the
ideal curve discussed in Figure 4-2. As the chip supply voltage is scaled
down, the pump has to consume more current and more power in order
to meet the same pump output performance. The actual trendlines head
upward away from the ideal line as the chip power supply goes lower
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and lower. The power efficiency of the charge pump worsens with the
scaling of the chip supply voltage. The phenomenon of increased power
consumption with the scaling down of the chip power supply has a great
impact in terms of the overall chip power specification.

For ASIC chips, the scaling of technology allows the scaling down of
oxide thickness as well as the scaling down of the transistor dimension.
More transistors can be packed into the same layout area on the silicon.
As a consequence, thinner oxide allows the chip power supply voltage
to be scaled down to prevent oxide reliability issues. The direct benefit
is that the total power consumption for the same number of transistor
counts is reduced.

Figure 4-4 shows a simple logic circuit with one inverter driving
another inverter. Node In switches from high to low, and node Out is
charged up by the chip supply voltage V

Equation 4-2 represents the total loading capacitance seen by the
driving inverter. The gate oxide thickness is assumed to be identical
for both NMOS and PMOS transistors. The total loading capacitance
is the product of unit gate capacitance C,_ and the total transistor
gate area, as shown in Equation 4-2. As technology is scaled down, the
oxide thickness is also scaled down and C__ increases. At mean time,
the dimensions of the transistors are scaled down too and this allows
the total gate area to reduce. From Equation 4-2, C,, is unlikely to
vary strongly with the scaling of technology. ‘

Cra = Cx WL, + w.L.) (4-2)

oad —

Voupay 18 scaled down as the gate oxide thickness is scaled down to pre-
vent any oxide reliability issue. Equation 4-3 represents the total charge
consumed for one clock cycle for this simple logic gate. Because the
loading capacitance is assumed to remain unchanged with the scaling

of technology, @, ., is scaled down with the technology, as shown in

Vsupply

Cloaa = Cox X (WL, + W,L,)

Qiota = supplycox X (Wpr +W,Ly)

W, /L

n-n
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Equation 4-3. If the transistor count does not increase, the total power
consumption of the same ASIC chip design should be scaled down with the
technplogy However, this phenomenon is unlikely to occur because the
jcrans1stor count is usually increased to include more functions on-chip
in new designs. The trend of total power consumption of ASIC chips
would stay flat or go up against the technology scaling trend.

Qi = Vsupply XClppq = Vsupplycox (Wpr +W,L,) (4-3)

For ghips' (i'nclu('jling on-chip charge pumps) to generate high-voltage
potentials, it is a different story regarding power consumption. Consider
the following equations:

V. i
@rogutation = Lioaa ) X oy (4-5)
Qe = Qramp + @ egutation
Qcyc B Vtegu;z;:d);sqoad + 150 () X Leycle o

Equation 4-6 denotes the charge per cycle that needs to be delivered
to the.output of the charge pump as a function of time (¢). The first
term %n.Equation 4-6 is represented by Equation 4-4. It denotes
the minimum average charge transferred per clock cycle to charge
up tl}e output capacitive loading within the specified ramp-up time
requirement. If the architecture does not change, C, 4 18 unlikely to
be changed with the same design. V egulation 15 @ tech(r)iical parameter
specified by design requirements. It is also unlikely to vary too much
from generation to generation. The second term in Equation 4-6 is
represented by Equation 4-5. It denotes the additional charge consumed
by the current load circuits connected to the output of the charge
pump. This term is unlikely to be changed unless the architecture or
the loading circuit is changed. Because Equation 4-4 and Equation 4-5
are not likely to vary too much with the technology, the total power
consumption required on the output of the charge pump is not likely
to be scaled down with the scaling of technology. As a consequence, the
total power consumption of the entire charge pump is not likely t,o be

scaled down either. This phenomenon is fundamentally different from
manet AQT( Aacionce
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Chips have a power budget determined by system design. As the
power supply drops, to meet the same output performance for the
charge pump (from Figure 4-3 and Equation 4-6), the I current of
the chip must increase at a higher rate than the rate of voltage supply
scaling. It is important for designers to understand what circuits are
being designed in the first place; then they can correctly define the
chip specification for overall power consumption and chip performance.
Another bad impact due to the lowering chip power supply implies that
a larger capacitive area is needed to transfer more charge within each
clock cycle to meet the same charge pump performance. If the perfor-
mance of the pump is not allowed to be scaled down with the lowering
power supply, the I current needs to increase dramatically, as shown
in Figure 4-3. In order to conduct a larger current than designs from
previous generation, the overall pumping capacitance must increase
at least proportionally to meet the output current required. Larger
capacitance translates to a larger layout area, a larger clock driver
size, more buffering stages for pump clock drivers, a longer route for
the signal to travel, and larger parasitic loadings on all internal nodes
of charge pump. All these have a negative effect on the performance of
the pump. To further compensate for these losses, the size of the pump
must be increased further. Overall, these negative impacts do not favor
the charge pump design at all.

Another impact related to chip power supply is power bus planning,
which could indirectly lower the supply voltage near the circuits even
further. Even with the given chip supplies’ specified system, tremen-
dous effort is required to work out the details of power bus planning.
Insufficient or bad power bus planning on-chip can cause the internal
power supplies to have significant offsets from the voltage levels given
the power supply pins. On the system level, bad board design and incor-
rect noise filtering on the power bus could cause additional voltage drops
on the power supplies before even reaching the power supply pins of
the chips.

Charge pump designers need to have enough noise margin estimated
for the power supplies. Larger noise margins will not kill the designs.
Of course, too much noise margin built into a design will increase the
die size and total power consumption. Derivative projects can always
improve based on silicon debugging from the mother chip. An underes-
timate of the power margin could kill the design and might require an
expensive full-mask revision as well as delay production.

4.1.2 Silicon dioxide (Si0,)

Silicon dioxide (SiO,) is one of most important building blocks for semi-
conductor devices. It is used not only for isolation purpose, such as gate
oxide or field oxide, but also as an active circuit component in many
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analog circuits. In pump design, the charge pump needs to transfer
the charge from lower potentials to higher potentials. The common
practice of changing potential energy for charge is based upon charge
conse?vation theory and capacitive coupling technique. The pumping
capacitance per stage is determined by the pump output ramp-up speed
and the pump output power consumption. Efficient unit area capaci-
tance and a reduction of the total layout area for the pump capacitance
required are both crucial in charge pump design.

Let us review the capacitance at a basic level to see how it is used to
meet the pump design requirements. As shown in Figure 4-5, two con-
ducting plates, separated by some dielectric material, form the capacitor.
In Figure 4-5, the dielectric material is assumed to be SiO,.

Plate A is connected to the anode of the battery, and plate B is
connected to the cathode of the battery. The potential voltage of the
battery is V. As the positive charge is accumulated on the top plate,
the negative charge is attracted toward the bottom plate. Because
two plates are separated by Si0,, no conduction can occur between
nodes A and B. The electric field, E, is built up and points from plate
A to plate B.

The calculation for the parallel plate capacitance is given in
Equation 4-7 for the sake of this discussion. €,is defined as the per-
mittivity of the dielectric material. SiO, is one of the most commonly
used dielectric materials for semiconductor processing. ¢_ is the relative
permittivity of the air. Also, area is the total effective ovlérlapping area
between the two parallel plates, and thickness is the thickness of the
dielectric material, or the spacing between the two parallel plates. From
Equation 4-7, if the dielectric material is fixed, the total capacitance
(Cyy) is proportional to the area of overlapping capacitance, and is
inversely proportional to the distance separating those two plates.

area
C

ol = 0% hickness @7

Figure4-5 Capacitance connected
to a battery.
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In actual design, the gate capacitance of a MOSFET is usually chosen
as the boosting capacitance because of its maximum capacitive efficiency
over area. Two of the conducting plates are normally made of polysilicon
and the channel formed underneath the gate. In between the two plates
is Si0,, which separates the two conducting nodes. This gate capacitor
is commonly used. The dielectric material could be silicon dioxide,
nitride, ONO, and so on. The MOSFET transistor has to be biased in
either the accumulation region or the inversion region to maximize its
equivalent gate capacitance equal to the gate oxide capacitance. The
gate oxide is chosen as the boosting capacitance because its thickness
is approximately 1/10 ~ 1/20 of the thickness of the field oxide. It is
the thinnest dielectric layer that can be found on silicon. It is also well
controlled in terms of the silicon process. For the same silicon area, the
gate capacitance generates the largest unit capacitance over an area
compared with other types of capacitance.

Figure 4-6 shows the generic representation of MOSFET gate capac-
itance as well as various components related to gate capacitance.
The polysilicon gate is one of the terminals for the capacitor. The
other terminal is the connection for the source/channel/drain of the
NMOS transistor. It is ideal to have MOSFET gate capacitance iden-
tically to C,_, with no variation in term of biasing voltages. Also, the
design should be simple. However, this capacitance does vary with the
biasing conditions of the MOSFET. Figure 4-7 shows the gate
capacitance of NMOS versus Vi biasing. The C-V curve of NMOS
gate capacitance can be divided into three regions, as shown in
Equations 4-8 through 4-10.

Vag > Vi, defines the inversion region.

Cgate = Cox (4—8)
A
Gate
P : SourHrain
B
Gate
Source Drain
Gate
l [ >
SourHrain W U
P Substrate

Channel
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Vin > Vg > Vi defines the depletion region.

C,.C C
C — dep ~ox - 0x
“ " CantCon 1. % fox (4-9)
8ox Zdep

Vig > Vi defines accumulation region.

C

gate = Co (4_10)

X

As the biasing conditions change for NMOS, the equivalent gate
cap.acitance varies between inversion, depletion, and accumulation
regions. It is important to choose the right devices and operate them in
the targeted regions. Otherwise, the gate capacitance cannot be simply
treated as C__ in design.

The capacitance is inversely proportional to oxide thickness. The thin-
ner the gate oxide is, the greater the gate capacitance per unit layout
area. Stated another way, over the same silicon area, more charges can
be stored across the capacitance with thinner dielectric material in
between. Chip design demands this unit capacitance over area to be as
high as possible to reduce the overall layout area. However, the oxide
thickness (or the dielectric thickness) cannot be scaled down forever.
The breakdown voltage of the dielectric material constrains the design.
Oxide breakdown has always been a serious reliability concern in the
semiconductor industry because of the continuous pressure toward
smaller and thinner devices. There are three reasons to drive down the
gate oxide thickness. The first reason is that smaller device dimensions
can be achieved. This allows more and more devices to be packed into
jche same area compared with previous technologies. The second reason
is that the current drivability is increased with the same device dimen-

rmi R ] T
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the power supply voltage to be reduced. Less power consumption should
be expected over the same transistor count.

Higher electrical fields in the oxide increase the tunneling of carriers

from the channel into the oxide.* These carriers slowly degrade the quality
of the oxide and lead, over time, to failure of the oxide. This effect is
referred to as time dependent destructive breakdown (TDDB). The
thinnest oxide layers today are already less than 50 angstroms thick.
An oxide layer can break down instantaneously at 8—11x10° V per
centimeter of thickness, or 8—11 V per angstrom of thickness. Based
on the voltage levels required, the oxide thickness should be carefully
designed for high-voltage devices to avoid any reliability issues.

4.1.3 Resistor

The resistor is another critical component in charge pump design.
Important characteristics of a resistor are sheet resistance of material,

temperature coefficient in design, junction leakage and bias-dependant

of resistance.

The effect of the resistor could be good or bad, depending on the appli-
cation. Most of the time, resistance causes a bad effect in circuit designs.
The RC delay, the first order delay metric of a circuit, of any wiring is
one of the main causes for the slowdown for signal transitions. The
charge pump relies on capacitive coupling to transfer charge and to
elevate the potential energy of the charge. Because pump clocks are
operating at a relative high frequency to drive large boosting capaci-
tance, the metal layers used by pump clocks contribute to the RC delay
of clock signals. As the charge is transferred from stage to stage, the
interconnecting metal layers between the stages cause extra RC delay,
thus impeding the transfer. The effect of resistance mentioned here is
an example causing bad charge pump performance.

Sometimes the circuit designs do use resistors to perform important
functions. For example, the simple delay element used in design can be
purely a RC delay circuit. In terms of pump regulations, the resistor
divider scheme is commonly used. In analog circuit design, the resistor
also plays many important roles.

The first parameter related to the resistor should be the sheet resis-
tance. Figure 4-8 shows the cross-section view of a conducting wire. The
width of the wire is W. The thickness is ¢, and the length of the wire
is L. The total resistance is given in Equation 4-11. The sheet resis-
tance (or the resistance per unit length) of the material is described in
Equation 4-12. Choosing the right type of material with the right range
of sheet resistance is very important to design. The sheet resistance
varies with different material. It is process-dependent. Metal layers
have very small sheet resistance. WELL material has very high sheet
resistance. Sometimes, if a design needs mega-ohm resistance, it does

Charge Puimp Design Criteria 71

Al

L

Figure 4-8 Sheet resistance of a conducting material.

not make sense to choose metal layer for the resistor. The layout could
explode due to the metal layout’s small sheet resistance. On the other
band, if 1 ohm of resistance is needed, it does not make sense to use
WELL resistance. The discrepancy due to width and length could cause
a much larger discrepancy in terms of the final resistance value.

L Py
Ry =57 = ( tWJL— R,.L (4-11)
B =45 (4-12)

The second parameter associated with the resistor is the temperature
coefficient of the material. As temperature varies, the effective resis-
tance will vary, as shown in Equation 4-13. R, is the initial resistance
at temperature 7)), which is normally set at 27 °C. « is the temperature
coefficient of the conducting material. The degree of variation is material-
dependent. In charge pump design, if the resistor divider scheme is
gsed for pump regulation, the regulation level of high-voltage output
is immune to the temperature variation. However, the DC current con-
sumption through the resistor network will vary as the temperature
changes. Sometimes the output of the charge pump goes through a low-
pass filter before connecting to the loading circuits. RC delay would
vary with the temperature. For many analog circuit designs, such as
band gap reference, reference current generation, and so on, the tem-
perature coefficients of resistors need to be studied.

R(®)=Ry[1+o(t-T,)] (4-13)

The third parameter associated with resistance is the junction leak-
age current of the resistor. Resistor types, such as metal resistors and
ploy resistors, have no leakage to neighboring dielectric materials. Other
type of materials, such as n* resistors, p* resistors, and NWELL resis-
tors, all have some amount of leakage through the junction. This current
could be represented by the reverse-biased diode leakage. What is the
concern of current leakage through the resistor? It is all about power
consumption of the charge numn. A charse niimn decion—tvma af sirenit
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is not power efficient. To deliver 50 uA of current on the output at a
specified regulation level, the pump itself could consume 5 mA of cur-
rent from its power supply. As the level of regulation increases, or as the
power supply voltage scales down, this power efficiency is reduced even
further. Minimizing any unwanted current on the output of the pump
is becoming a crucial issue. Even if no physical resistor is intended to
be connected to the output of the pump, all the source/drain junctions
of the transistors and the WELLs connected to the output of the pump
act as sources of leakage. They are an addition to the current load on
the output of charge pump, and they tend to cause the pump to burn
extra power and increase the size of the pump design.

The fourth parameter associated with the resistor concerns bias-
dependent resistance. This parameter is mainly related to n* resistors, p*
resistors, and WELL resistors. As the potential voltage changes across the
surface of the resistive material, the depletion region underneath changes
with the biasing voltage. As a consequence, the sheet resistance may not be
the resistance expected from the design manual. This variation could affect
pump output regulation levels, timing delay, and so on. Understanding the
effect allows the countermeasure to be built into the actual circuits.

4.1.4 Transistor specification

Transistors are the fundamental building blocks for CMOS circuits.
Many device characteristics are important to the design, such as I,
threshold voltage V, and body bias effect, W, and L . of transistors,
junction breakdown voltage, gate oxide breakdown voltage and snap-
back effect, ete.>

For high-voltage charge pump design, transistors can be divided into
two main categories: low-voltage transistors for logic functions and high-
voltage transistors used in high-voltage paths. Low-voltage transistors
are mainly used for logic operations in the peripheral of the charge
pump. Functional blocks, such as clock generation, the delay element,
and buffers are normally implemented by low-voltage type transistors.
The potential voltages used by those blocks are typically chip supply
voltages or potential voltages being regulated down from those sources.
They are no different from the devices used for other logic operations.
High-voltage transistors are used for connections in the high-voltage
path, not only in the charge pump itself, but also all the peripheral
circuits that experience high-voltage potential in operations. The device
characteristics of the normal low-voltage transistors, such as I, , thresh-
old voltage V,, body bias effect, and so on, are equally important to high-
voltage transistors. Due to high-voltage potentials, other aspects need
to be specifically watched. Source/drain punchthrough issues, junction
breakdown, oxide breakdown, and the snapback effect are all critical in
dealing with high-voltage devices.
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High-voltage transistors need to conduct current and transfer
charges. I, is an important parameter that can be used to characterize
transistors. I in the linear region is expressed in Equation 4-14,
and I, in the saturation region is expressed in Equation 4-15. Current
drivability is important in terms of charge pump performance, such as
the precharging of internal nodes and the charge transferring between
stages. The higher the current drivability, the faster the charge can be
delivered. Internal nodes can reach equilibrium faster, and faster clock
frequency is applicable.

I .=uc, (%) [(Vgs - Vt) Vi — de /9 :] (Linear region) (4-14)
;1 W ’ S . :
& —Euncox T ( s Vt) (Saturation region) (4-15)

The threshold voltage V, of a high-voltage MOSFET is very crucial.
It affects the charge transfer, leakage, and size of the charge pump. The
effect of body bias further compounds the problem even more severely as
the source bias rises. Equation 4-16 measures the V, of a MOSFET with
source bias V. The threshold of an NMOS device prevents the charge
from being fully transferred between the source and drain of the device.
At each pump stage, the efficiency of the charge pump is reduced due to
its inability to transfer all the charge. A five-stage charge pump with 3 V
power supply and 1V threshold voltage has only 12.5% output power
efficiency in an ideal case. If an eight-stage charge pump is used under
similar conditions, the output power efficiency is only 2.4%. These cases
do not consider the variation in threshold voltage. If we consider the
body bias effect on V,, later stages would suffer an even bigger voltage
drop between source and drain nodes than that of the earlier stages.
For charge pump design, it is preferable to have a high-voltage device
with a low V, and the minimum body bias. However, the threshold
voltage cannot be too low due to concerns explained later in this chapter
regarding device leakage and punch-through issues.

V=V +7[\2I0, [+ - 2] @, ) (4-16)

The dimensions of high-voltage transistors can impact the layout size
of charge pumps. In terms of the transistor width, the maximum width
(W) allowed is determined by process and device modeling. Devices
wider than W___ are not allowed by layout rules. Modeling of devices in
test chips has a limited dimension. It can cause incorrect projection in
simulation for a device that is significantlv wider than those nsed on
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the test chip for device modeling. A wider device must be broken down
into a device with smaller, multiple fingers, as shown in Figure 4-9. The
extra spacing rules, contact rules, and routing of the wire will cause the
size of the layout to increase. In terms of the length of the high-voltage
transistors, the minimum value of channel length (L_; ) is specified. In
the discussion of the I, of high-voltage transistors in Equation 4-14
and Equation 4-15, it is understood that decreasing L enables better
current drivability for transistors with the same width. This is what
designers wish for. However, for high-voltage devices, L, cannot be
minimized forever. The punch-through effect is a critical concern for
high-voltage design. As the voltage across the junction increases, the
width of the depletion region near the source/drain increases under
bias. If the channel is too short, the depletion layers under the source
and drain regions could merge together. This will form a continum_ls
depletion region and allow current to flow between source and dra.un
with low gate bias, such as V, <V,. There is rapid increase of I Wlt.}h
increasing drain voltage. If this situation occurs, the source and drain
of the MOSFET can be considered to be shorted together without the
control of gate voltage. L_, is required for high-voltage transistor design
rules under specified biasing conditions.
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Figure 4-9 Breaking down a wider device into multiple
fingers.
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For high-voltage transistors, it is possible that either the source
or the drain (or both) will connect to some high-voltage potentials.
For high-voltage NMOS, the bulk is p~, and the source/drain is n*.
p~ and n* form a simple diode. If the reverse-biased voltage reaches a
critical level, there will be a large increase in reverse-biased current as
aresult of junction breakdown. Once this happens, the transistor could
be damaged. This critical level is called junction breakdown voltage.
In designing high-voltage circuits, high voltage at all nodes should be
checked carefully so as not to exceed this critical level.

Oxide breakdown of high-voltage transistor is covered in the section
titled “Silicon Dioxide (SiO,).” Higher fields in the oxide increase the
tunneling of carriers from the channel into the oxide. These carriers
slowly degrade the quality of the oxide and over time lead to failure of
the oxide. This effect is known as time-dependent destructive break-
down (TDDB). Similar to the check for junction breakdown, all gate
voltages in a high-voltage path should be checked so as not to exceed
the gate oxide breakdown voltage.

Snapback is another phenomenon that can take place within a
MOSFET transistor. When the carrier is hot, a high-energy particle
could trigger snapback if the field across the drain region is sufficiently
high. Snapback occurs when the parasitic bipolar transistor underneath
MOSFET transistor is triggered. If the parasitic BJT (Bipolar Junction
Transistor) is turned on, the result is a very high current between the
drain and source region of the transistor. A special protection scheme
should be used to turn on a MOSFET transistor if its drain is exposed
to very high voltages.

4.2 Specification

Now that we have looked at the technology issues related to pump

design, we will discuss the design specifications for a charge pump.

4.2.1 Output load characteristics

The charge pump is designed to provide high-voltage potential to the
loading circuits. The characteristics of a loading circuit can dramatically
affect the charge pump implementation. The load of charge pumps can
generally be divided into two categories: capacitive load and current
load. Figure 4-10(a) shows the generic representation of the capacitive
load to a charge pump. As long as the load does not draw any DC current
during the regulation phase of operation, it can be simplified into a
capacitor. Figure 4-10(b) shows the response of pump output voltage
over time for a capacitive load. T, guation 1S the duration of time for the
charge pump output to reach its regulation level. Before the pump
output voltage reaches regulation, the required pump output current is
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Figure 4-10 Capacitive load to the charge pump.

used to charge up the capacitive load, as shown in Equation 4-17. After
the pump output reaches the regulation, no more capacitive charging
current is needed. The pump output current in this region is described
by Equation 4-18.

At any given time, the minimum current a charge pump design with a
capacitive load should deliver to the output is the MAXIMUM function of
Equation 4-17 and Equation 4-18. This is rewritten in Equation 4-19.

oV
I output ~ Cload ot t< Treglﬂaﬁon 4-17)
Iout[mt =0 t> T;‘egtﬂaﬁon (4-18)
vV oV
L ey = MAX |:Cload %_t ’0} =Chaa 5t (4-19)

Figure 4-11(a) shows the generic representation of the current load to
a charge pump. As long as the load draws DC current during the regu-
lation phase, the load can be considered a current load. Figure 4-11(b)
shows the response of the pump over time for the current load.

Before the pump output voltage reaches regulation level, the load
current consumed is shown in Equation 4-20. The first term is the aver-
age current needed to charge up the capacitive loading, and the second
term is the current consumed by the DC current load (in general, due to
a resistor divider type regulator) at any given time. After pump output
reaches the regulation level, there is no more capacitive current for
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Figure 4-11 Current load to a charge pump.

given time shown in Equation 4-21. At any given time, the charge pump
should meet the minimum current requirement delivered to its output.
This is the MAXIMUM function of Equation 4-20 and Equation 4-21,
and is rewritten in Equation 4-22.

oV

L it = Cioaa S5 T Loq®) £ < T egutation (4-20)

Ioutput = Iload(t) t> Treglﬂaﬁon (4-21)

I, . -Max|c, Y1 1 (4-22)
output load g + load @) ’ load(t) )

Comparing the capacitive load and the current load for the charge
pump, the main difference is the DC load current I iput = T10pq(8) during
the regulation phase. It implies there is power consumption by the
charge pump during regulation. In the capacitive load case, after the
load capacitance is charged up to regulation level, no more current is
needed on the load, and the charge pump can be shut off to cut off power
consumption. In current load cases, I, ,(t) is the component that always
exists on the output of charge pump. As a consequence, the pump needs
to supply current at all time, so the charge pump has to operate continu-
ously, and so provides the power consumption of the whole circuit.

422 Pump output voltage
No1rmally, ‘phg power supPly is defined as the source voltage that can pro-
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power that can be delivered by the supply is defined by the design speci-
fication. If the loading current exceeds this maximum requirement, the
supply voltage will drop below its regulation level. The charge pump is
designed to provide current/power at high-voltage potentials. Although
the current is drawn from the output of the charge pump, eventually all
the charge and power have to come from the given chip supply.

The performance of a charge pump can be broken down into two parts:

@ Pump output ramp-up speed This is the pump output recov-
ery speed if more capacitive load being connected in the middle of
regulations.

# Pump output power capability This is the maximum current
a charge pump can deliver while maintaining the output-regulated
voltage levels.

Figure 4-12 shows the waveform of output voltage over time. It can be
divided into four regions. The first region is for charge pump output to
ramp up from its initial level to the final regulation level, V. During
this period, the load capacitance is charged up. The second region is a
very short regulation phase. Then some capacitive load is connected to
the output. Charge sharing will bring down the voltage at the output.
Immediately, the pump responds and tries to recover back to V, .. The
last region is when the pump output goes back into regulation once
again. This is the first plot designers need to understand. It carries a
lot of design specifications that determine the final implementation of
a charge pump. The generic high-voltage path from Figure 4-1 has been
duplicated in Figure 4-13 for better illustrative purposes. The output
waveform of Figure 4-13 would be exactly the same as the one shown
in Figure 4-12.

Looking at Figure 4-12, we can extract several key design parameters
from the plot. First, this pump is regulated at a level of V_ " This is

Output A
Vreg
0,5, 0,) « > > Ti >
t(Ramp Up) t(Recovery) 1me

Figure 4-12 Charge pump output voltage versus time.
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Figure 413 Generic high-voltage path with charge pump.

the targeted regulation level in this design. Second, it would take the
pump a certain amount of time to ramp up the output node before it
reaches regulation level. The time it takes is ¢ which is the

. rampup ?
amount of time to charge up Cy, _and C to V__in Figure 4-13.

Third, as Figure 4-13 shows, when the Hd\efc Ossl;ﬁch cgilgnects capacitive
load C, 4 to the pump output, charge sharing will immediately bring
down the output voltage of the charge pump. It would take the pump
some amount of time to recover back to its original regulation level.
This recovery time is specified as ¢ -

How do these parameters relate to the charge pump design? Pump
output ramp-up (or recovery) speed is critical to the chip’s performance.
For example, a Flash memory chip has program and erase timing speci-
fications. Usually for programming a byte or a page of information, the
maximum programming pulse width is fixed based on program speed.
To meet the speed requirement, within one program pulse, voltage on
the wordline has to ramp up and stay at the regulation level for some
minimum amount of time. Failing to do so causes inefficient program-
ming and pushes out the actual program speed performance. Ramp-up-
of the pump output voltage requires the pump to charge up all capaci-
tive loadings within the given amount of time. This is one of the design
specifications.

Equation 4-23 calculates the total charge that needs to be trans-
ferred to the charge pump output to charge up the capacitive load;
Equation 4-24 shows within one clock cycle how much charge should
be transferred from stage to stage. This is proportional to the boosting
capacitance size, and it is also proportional to the boosting clock voltage
amplitude. The threshold of the diode-connected transistor inhibits the
full transfer of the charge between stages. Equation 4-25 shows the aver-
age current the pump has to supply to pump output to meet the boom
requirement. The shorter the ramp-up time required, the more purlg}f)
current is needed, and the larger capacitance required per stage.

Qrampup = (Cﬁlter + Cdecoupling) x ‘/reg (4‘23)
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Quyte = Croost X (Vioost = Vi) ’ (4-24)
T ceopup = Qrampup  Erammpup (4-25)

The requirement in the recovery phase is similar to that of the ramp-up
of the charge pump. It is assumed that the voltage across C, ;is 0 V
before the HV switch closes.

Because Cg,, and Cy s, have been charged up, the only capacitive
component that needs to be charged up is C, ;. Equation 4-26 through
Equation 4-28 for the recovery phase are equivalent to Equation 4-23
through Equation 4-25 for the ramp-up phase. The charge pump has to
meet the requirements of both cases.

Cﬁlter Qrecovery = Cload xV, (4'26)
Qcycle = Cboost X (Vb(mst - Vth) (4-27)

t (4-28)

recovery Qrecovery recovery

4.2.3 Pump output current

At fixed output voltage level, the pump needs to deliver current to the
load, in addition to the regulation current if the regulation scheme
demands DC current.

Figure 4-14 describes the I-V curve of a charge pump. This curve is -

also called the load line of the charge pump. The pump output current
and the corresponding output voltage are plotted. Each point on the curve
is the actual operating point of the pump. It represents how much the
maximum output current pump is capable of delivering given the regu-
lated voltage, or with the fixed current consumed on the pump output,
the maximum regulation level at which the output of charge pump can
be maintained. For example, node (V,,I,) indicates that if the output of
the pump was regulated at V,, the maximum current pump output that
could be delivered is I,. With any load current less than or equal to I,
the output voltage can be regulated at V,. However, if a current larger
than I, is demanded on the output of the pump, such as I, (I, > I)), the
pump output could not maintain its regulation at V,. In Figure 4-14, it
is easy to see that V, is the maximum voltage level the charge pump can
regulate with a load current of I,. V, is less than V.

Charge Pump Design Criteria 81

A

I (output)

Pump Impedance

/ Zyump = AVIA()

dd)

I
—>

(OV’ O!J«a) V(outpu[)

Figure 4-14 I-V curve of a charge pump.

In order to maintain the required output current, the boosting capaci-
tance and the boosting voltage have to meet the requirement shown in
Equation 4-29.

3 a[cstage XWVotok — Vt}:l
e d [Tclock_period] | (4—29)

In practice, the charge transferred per clock cycle from stage to stage
has to be greater than or equal to the total charge consumption on the
output per clock cycle.

Another important parameter can be derived from Figure 4-14—the
slope of the I-V curve. The inverse slope of the I-V curve was described
as the impedance of the charge pump. This impedance is related to
many parameters in pump design, such as the pump clock frequency,
the size of the pump-boosting capacitance, the boosting voltage per
stage, the threshold voltage of the diode, the parasitic capacitance
within each stage, and so on. The steeper the slope is, the better the
current drivability.

Figure 4-15 shows the I-V curve of the charge pump with regulation.
The design is regulated at Vg The maximum the pump can supply
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Figure 4-15 I-V curve of a charge pump with regulation.

at VvV, is I . If the load current exceeds this absolute value, the
de31gn would f: fall out of regulation. The new operation point can be
found by traversing up the I-V curve based upon load current. The pump

design is intended to increase I, . to be as large as possible.

4.2.4 Ripple on regulated output voltage

With the regulation applied to the pump output, the output would have
ripple (or noise) at the regulation level. The waveform of the ripple is shown
in Figure 4-16. This noise is usually due to the finite gain of the amplifier
used for regulation sensing as well as the delay in feedback control.

In Figure 4-17, the amplitude of ripple near regulation level is AV.
t, depends on the time to discharge below regulation level, plus the loop
delay of the feedback signal and the response of the control circuit. £,
depends on the characteristic of pump capacitance, pumping clock fre-
quency, feedback loop delay, response of the control circuit, decoupling
capacitance, load capacitance, and so on.

Noise reduction is a critical requirement in many applications. Because
the regulation is part of the analog circuit design, definitely from the cir-
cuit point of view, detailed analysis can be done to improve the gain of the
amplifier, to improve the phase margin, and so-on. Two unique aspects
should be emphasized here that are specific to charge pump noise reduc-
tion. One aspect concerns the balancing of power between the output of
the pump and that of the loading circuits. The other aspect concerns the
capacitive noise-filtering technique.

First, let us analyze the power that can be supplied by the charge
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Figure 4-16 Ripple on regulated pump output voltage.

Figure 4-18 shows a generic representation of all the current sources
connecting the output of the pump. In the regulation phase, Kirchoff’s
current law is observed at all times, as shown in Equation 4-30.

I

output I

oad 1.

shunt

+1

capacitance (4-30)

If at any given time I, ., and I, . can be maintained to match I J—
andif I capacitance 15 €qual to 0, then the output voltage would not have any
noise because the output power of the pump is balanced by the power
being consumed by regulation and load circuits.

However, this situation is rare. In many cases, I, _, is relatively stable.

Iy and I .. need tobalance the difference AT = I gt = Lioag- Due
to the delay of feedback response time, I peciiance 12€€dS to absorb the
difference AI right away. The effect is shown for AV on the output
voltage of the charge pump. If I, . finally responds, it will contribute
to another part of the AV change Ideally, I, should be designed

in regulation phase to be near the range of I, ;. Any variations in

AV

IV

Figure 4-17 Amplitude of ripple.

-
-
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Figure 4-18 Dissection of current consumption on the pump output.

1 opacitance @04 I could be a smaller percentage of I ... This allows
the potential noise on the output to be contained within a limited
range at first.

In designing the charge pump strength, special design techniques
can be applied to vary the output power strength based on the opera-
tion demands.” For example, in the ramp-up phase, regulation phase,
or recovery phase, the output capability could vary to just to meet the
demand of the load current. With this approach, the root cause of noise
is addressed at first instead of the outcome of the noise due to the mis-
matching of the powers.

Also, eapacitive noise filtering can be a very powerful technique. As
shown in Equation 4-30, before I, . can respond, I ... will be the
only component that can respond instantaneously. Tflag direct effect is
shown in AV on the pump output voltage. AV has a direct relation to

the total filtering capacitance size, as shown in Equation 4-31.

AQ (Ioutpu - I]oad B Ishu.nt)
= = 4-31
av At At ( )

Tesponse response

When the filtering capacitance size is increased, AV would be reduced
proportionally from the calculation in Equation 4-31. Theneed of I, .
to reduce output noise in time is becoming less critical. The overall noise
on the pump output would be reduced. The drawbacks of this approach
include the increasing of the pump ramp-up speed and the possible
increasing of the die size. More capacitance on the output node means
longer settle time for output. Increasing the filtering capacitance would
also increase the layout size. The correct sizing of decoupling capaci-
tance for filtering is important in order to deal with both concerns.
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4.2.5 Pump regulation

Regulation of the charge pump is another important concern. Without
regulation, the output of the charge pump cannot be determined.
Depending on the needs of the application, the implementation of the
regulation scheme can be quite different. A common approach of regula-
tion involves some means to sample the pump output voltage and com-
pare the sampled voltage with a known reference voltage through an
amplifier. The comparison result is amplified and is fed back to control
the pump or supporting circuits in order to maintain the output at regu-
lation level. Many schemes can be used for pump regulation control.

4.2.6 Capacitive divider

One type of commonly used pump regulation scheme is based on the
capacitive divider method. This scheme is shown in Figure 4-19.
C, and C, are two known capacitances. Before regulation is enabled,
Node div has an additional device (not shown in the figure) to initialize
the value. It is common to initialize div to be 0 V if positive voltage is
being regulated on the output.

Once the regulation starts, the initialization devices are shut off,
Conservation of the charge is observed on node div at all times. Of course,
in this discussion, the leakage current on div is ignored. After the initial-
ization, node div would be coupled up based on capacitive coupling from
the pump output. This is shown in Equation 4-32 and Equation 4-33.

Vi Co+ Cy (Vi — V.,

output

)=0x(C,+C,)=0 (4-32)

[Pump | —

Cl - Cload -

C, =/

div

Control
v,

ref

—

Figure 4-19 Capacitive divider feedback control.
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C :
V., =V e (4-33)
div output X (01 + Cz)

Equation 4-32 shows the conservation of the charge on node div
before and after output is being regulated. Equation 4-33 shows how
the coupled voltage from V_ . to div can be calculated. In regulation,
the divided voltage on node div should be equal to V_,, the reference
voltage in regulation, as shown in Equation 4-34.

Vo = Vs (4-34)

The final regulation level of the pump output can be calculated based
on Equation 4-35. The advantages of this approach are that the feedback
speed is very quick and the capacitors do not take any DC current from
the output of the charge pump when it is being regulated. As shown
earlier, any reduction of the pump output current would allow the pump
to be sized smaller, with less overall power consumption. The capacitor
divider approach fits into this category.

_ C_l
‘/ref - V:)utput X (Cl + Cz)
(€, +Cy)

output = Vet X Cl (4-35)

C
Voutpus = Vet X[l + ‘672}

1

There are indeed a few disadvantages to using capacitance for feed-
back control. First, the capacitance value may shift with the process
or biasing voltage. If capacitance is built based on oxide, the oxide
thickness could vary from die to die, and from wafer to wafer. If capaci-

tance is based on MOSFET gate capacitance, different biasing voltages:

across MOSFET would cause gate capacitance to go through differ-
ent regions. In this case, the value of gate capacitance would change.
Second, the parasitic capacitance from wiring and connection could
change the actual values of ¢ and C, from design. Any deviation will
cause the final regulated output to be shifted from the target values.
Third, the capacitive divider is based on charge conservation on the
middle node in between two capacitances. This middle node needs
to be initialized to a certain value through devices. Any leakage cur-
rents through the junction diode or subthreshold current would make
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conservation of the charge invalid and cause the regulation level on
output to be off. The maximum regulation time allowed is based on the
tolerance of the regulation level. Operations exceeding this maximum
regulation requirement should always refresh the capacitor divider
circuits.

4.2.7 Resistive divider

Another type of commonly used regulation scheme is based on resis-
tor divider feedback control. Resistors in serial divide the high output
voltage, resulting in a lower voltage that can be safely applied to low-
voltage transistors in an amplifier. V, is compared with the refer-
ence voltage and generates the feedback control signals. This scheme
is shown in Figure 4-20. At any given time, V_ observes the relation
given in Equation 4-36. In the regulation phase, the divided voltage V.
should be equal to V. The level of pump output, Voutpu> 0. Tegulation

can be calculated based on Equation 4-37.

R,
V. =V X 2 -
div = Y output (Rl +R2) (4-36)
Vi = Vet
— RZ
ref — 7 ou
™ (R, + R,
v (Rl +R2) (4-37)
output = ‘/ref R2
Vvoutput = ‘/ref lil + %]

There are advantages and disadvantages to using a resistor divider
in a feedback scheme.

The first advantage of the resistive feedback regulation scheme
is that the divided voltage for comparison is based on resistor ratio.
This divided voltage does not change if the absolute value of the resis-
tor changes due to doping variation, diffusion variation, and so on.
The second advantage of the resistor divider scheme is that the tem-
perature coefficients of resistors are cancelled in Equation 4-36 and
Equation 4-37. The temperature coefficient of V;, would not have the
components from the resistor divider. The third advantage is that this
scheme can be easily implemented without too much worry concerning
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Figure 4-20 Resistive divider feedback control.

Control

parasitic resistance. As long as the sheet resistance of the resistors is
large, the impact from parasitic resistance due to metal and contacts
is relatively small.

Now the designer should also be aware of some inherent disad-
vantage associated with the resistor divider type regulator. The first
disadvantage of the resistor divider feedback scheme is the power con-
sumption. With resistors connected to the output of the charge pump,
it will always consume DC current in regulation. As mentioned earlier,
charge pump power efficiency is not very good. If the output current
is divided for regulation purposes, the remaining current that can be
supplied to the load circuit is reduced. The size of the charge pump may
need to be increased to compensate for this extra DC regulation cur-
rent. Normally the resistance of the divider circuit has to be sized up
to allow minimum current consumption while not hurting the layout
area due to larger resistance. The second disadvantage is that the resis-
tor divider network is slow in terms of delay in feedback response.
The feedback pathis based on an RC network. All resistors have some
parasitic capacitance associated with them. Because resistance needs
to be sized up to reduce unwanted DC current being wasted, the RC
delay through the feedback path is normally very large. That is why the
resistor divider feedback scheme is slower in response time compared
with that of the capacitive divider scheme and could contribute to large
output noise in regulation.

4.2.8 MOSFET biased type regulator

A MOSFET biased type regulator can generally be used for pumps gener-
ating relatively lower voltages, and it is best suited for negative voltage
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Figure 4-21 A simple biased
MOSFET type regulator.

charge pumps. Consider the circuit in Figure 4-21. A high V, NMOS
device’s source is tied to the output of the pump generating a negatlve
output voltage. As Vi, starts to go low and reaches a preset voltage, the
skewed inverter turns on and causes the output to toggle. A controlled
V¢ voltage source can modify the pump regulation voltage.

4.2.9 Which scheme should be used in design?

Choosing which scheme is best suited for a specific design depends
on the requirement of the design. The direct impact from regulation
schemes involves regulation speed and the noise on the pump output
in regulation.

For example, suppose a charge pump design has the following require-
ments: to ramp up the output load in 0.3 ps, to supply 1 mA of current at
5V, and to have only 100 mV ripple on the output node in regulation. The
capacitive divider feedback scheme may be a good candidate in terms of
regulation speed and noise control. A capacitive divider can sample the
output voltage almost instantaneously. The feedback signal may control
a shunt current path to channel any extra current away from the output.
If output current being delivered is lower than 1 mA, the feedback path
can disable the shunt current path. The pump would be fully on because
a constant current of 1 mA is required at the output.

As another example, let us say the charge pump has to ramp up the
ouput volage to 10 Vin 5 ps and does not need to supply any DC current
in regulation. In this case, both capacitive and resistive approaches can
be chosen to sample and stop the pump when it hits the 10 V regulation
level. If a capacitive divider is used, there is a timing concern because
intermediate nodes of capacitors would have junctions of transistors.
The leakage current over long periods of time can cause the regula-
tion to deviate from the target level. Another issue arises when the
accuracy is affected due to extra parasitic capacitances. The size of
regulation capacitance needs to be relatively large to minimize this
effect. Using the resistive divider scheme in this case will not have
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the same concerns. All errors due to parasitic capacitance and leakage
current do not exist.

4.3 Pump Power Consumption

Power consumption of the pump itself is another critical specification
that needs to be understood. While transferring the charge from input
to output, the charge pump has to consume power in clock switching
and capacitive boosting. Sometimes the charge pump only delivers a
very small fraction of the power to the output; the total amount of power
consumption by itself could be 20X or more. For example, let us say a
charge pump with a 3.0 V power supply is capable of delivering 100 pA
at 10V to the output by design requirement. To be able to generate this
output power, the charge pump in general may be consuming 2 ~ 3 mA
of current from the chip power supply. The power consumption specifica-
tion affects many design considerations, such as charge pump perfor-
mance, loading ¢ircuit, power supply voltage, device threshold voltages,
architecture, pump regulation, and so on. It should be studied carefully
in the early stages of design to have a realistic power budget on the
final chip.

4.4 Die Size of the Charge Pump

Every circuit being put on silicon will take some amount of die area.
A charge pump especially consumes area in many cases. As the technol-
ogy is scaled down, the power supply voltage is scaled down, too. For
the pump design, this trend can cause serious impact to the sizing of
the charge pump.

As analyzed at the beginning of this chapter, the supply voltage is an
important design factor. The area of a pump with a 3 V power supply

would be very different from a pump with a 1.8 V power supply while

providing the same pump performance. The layout area of the 1.8 V
design can be 5X or more than that of the 3 V design. Even if technology
is not scaled down, the application will require a die size reduction to
maintain profitability. Under this scenerio, every circuit being laid out
on chip has to be as small as possible. Based on the optimization theory,
if every circuit could be optimized to the minimum size, the total chip
area summed should be the smallest in size. Charge pumps need to be
optimized.

The size of a charge pump on silicon is determined by many parameters,
such as performance requirement, device threshold voltage, architecture,
regulation level, and so on. Optimizing the sizing requires the optimization
of every parameter to deliver the best sizing, performance, and power.
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4.5 Conclusion

This chapter covered some of the fundamental design criteria for charge
pump implementation. They are essential to help designers understand
the basic requirements, and the capability and the limitations of devices.
With all these constraints in mind, circuit designers can have a global
view of how the charge pump should be designed as a whole system.
It allows most suitable pump architecture to be chosen and realistic
implementation to be planned in order to achieve the final design goals.
This process is key to any successful charge pump design.
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Chapter

How to Design a Basic
Charge Pump

Before starting to design a new charge pump, we need to analyze the
design requirements, which will in turn help us define the major pump
parameters. In general, the advantage gained by optimizing some of the
parameters may be detrimental to other ones, and vice versa. For example,
increasing the number of pump stages (n) will result in a higher output
voltage, but it also increases the internal impedance of the pump and
thus cuts down the output current drivability. For a particular number
of stages, the output drive current can be increased by increasing the
size of the capacitors and the width of diode-connected MOSFETSs. But
the larger geometry MOSFETSs and capacitors will also increase the
wire routing length of the clock signals and other internal connections,
which will increase the resistance and the parasitic capacitances on
those nodes. As we saw earlier in Equation 3-11, parasitic resistance and
parasitic capacitance play a significant role in determining the output
voltage and the charge pump efficiency. Hence, the number of pump
stages (n) needs to be carefully chosen so as to orchestrate an optimum
pump performance.’

Take another charge pump specification—the output voltage ramp-up
time or the recovery time requirement. In general, charge pumps used in
EEPROM and other applications that need a high-output voltage require
the regulated output voltage to be available within a stipulated time after
the pump is enabled. Further, most of these applications also require that
during the time the pump is being enabled, if due to any sudden loading
the pump output droops significantly from its steady regulated value, the
charge pump should be able to pull up the output voltage back to the regu-
lated level within a defined time, also called the recovery time. The factor
that directly dictates the output ramp-up time and the recovery time is the
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pump’s output drive at any given voltage level. As mentioned, increasing
the output drive current by sizing up the boosting capacitance and diode-
connected devices has a direct effect on the pump’s output voltage capabil-
ity and its output efficiency. Another way to improve charge pump output
current drivability is by increasing the pump clock frequency.® As could be
seen in Equation 3-14a from Chapter 3, increasing the pump frequency
can synthetically reduce the internal impedance of the pump. It effectively
increases the output current drivability at any given possible regulated
voltage level, thus reducing the ramp-up and recovery times. However,
it may not be so easy to operate the pump at a very high frequency. In
fact, the maximum frequency of pump operation is determined by the
minimum time required to transfer charges from one stage to the next,
completely or close to 90% of the maximum value. If the pump is operated
at a frequency that exceeds the optimum limit, it will cause inefficient
charge transfer and therefore poor overall charge pump performance, not
to mention higher power consumption CVapf... Operating the pump at a
frequency that is lower than the optimum limit means the charge pump
is not being utilized at its full efficiency level. One of the parameters that
limits the higher frequency of operation is the stage-to-stage parasitic
capacitance. Optimum capacitor and MOSFET sizes and innovative layout
techniques must be used to reduce parasitic capacitances.

In this chapter, we will discuss each of the major parameters in detail
and consider how to create trade-offs between one and the others. We
will also touch on layout implementation, floor planning, clock distri-
bution, and regulator design—all of which help us start designing a
charge pump.

5.1 Charge Pump Specifications

The charge pump, such the one listed in Table 5-1, should have the speci-
fications available before its initial design. In general, part of the specifi-
cations will be derived from the system specifications, in which different

TABLE 5-1 Charge Pump Specifications

Specifications Name Sample Value

Steady output voltage Vout 16V
Output voltage ripple AV 0.1V
Output current requirements - 30 pA
QOutput load capacitance Cload 20 pF
Output voltage ramp-up time Tramp 10pS
Output voltage recovery time Treco 2 uS
Maximum pump layout area Area —

Pump power supply voltage Vip 25V
Average pump current consumption Loy 1mA
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pudgets are defined for different blocks of the system. The other part of
the specification will come from device and circuit requirements.

5.1.1 Output voltage

The first step in designing the charge pump is to determine the required
output voltage. The voltage required may be a simple Vp, + 6 to supply
the required back-bias voltage for DRAM memories or a very high output
voltage, on the order of 25-30 volts, as required in flash memories. The
number of stages (n), along with the pump clock amplitude, directly
dictates the final output voltage. The simple Dickson charge pump’s
equation can be used to determine the number of stages required to
attain the required output voltage:

V= NV¢ +V, ~(N+ v, (5-1)

For example, if the clock amplitude (V,) is 2.5V, the input voltage (V)
is 2.5V, and Vp is 0.2 V (the V; of the diode-connected NMOS transistor,
with V, assumed to be constant for now), then to generate a V,; of, say
16 V, we need at least six stages (N = 6).

However, this is not enough. In general, the MOSFET at the sixth
stage will exhibit V;, which could be 1-2 volts or higher than expected,
depending on the MOSFETS’ characteristics.* Hence, the output volt-
age that can be delivered may be much less than 16 volts. Another
problem is that we have not yet considered the effects of parasitic
capacitance, which will consume charge and increase internal imped-
ance. Finally, and most important, because the pump output is very
exponential in nature toward its open circuit output voltage, it is never
advisable to design the pump such that its required output voltage is
very close to its maximum output voltage, in which case the pump will
be deemed too weak.’ Therefore, it is good practice to design a pump in
which the required output voltage is about 70%—80% of its maximum
output voltage capacity, and to use an active regulator to regulate the
charge pump output.

Continuing with this example, we will start with a Dickson charge
pump that has eight to nine stages (i.e., 2 pump that can theoretically
deliver the potential output voltage that is about 30%—40% higher than
the specification requirement).

5.1.2 Current drivability

The current drivability is the next most important factor to look for. In
general, the pump output current decreases linearly with the increased
pump output voltage. The power efficiency of the charge pump decreases
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with increased pump output voltage. The internal impedance of the
charge pump may be represented as follows:

8

C+C, | f

To achieve a higher output voltage, the number of pump stages N
needs to be increased, but as we can see from the previous equation,
this also increases the effective internal resistance. Therefore, to achieve
higher output current at a high pump output voltage, two important
factors—the boosting capacitor size and the pump clock frequency—need
to be increased. Also, another factor that is not accounted for is the simple
equation—the MOSFET threshold voltage, V;, as a function of source
bias. As the absolute value of the output voltage increases, the sources
of diode-connected devices will increase. As more pump stages are added,
more V, drops through the pump stages would occur. The pump inter-
nal impedance will increase. Taking V, into account, a modified internal
resistance may be represented as

N )1
E, *(C+CSJX? (6-3)

where R, represents the effective internal pump impedance imposed
due to the gradual increase in V, of the diode-connected devices along
the chain, with the last stage exhibiting the highest absolute V..

Higher output drive current results in the faster output ramp-up and
the quicker recovery times. Next, we will calculate the initial value of
the pump boosting capacitance, C, in a quick two-step process:

1. Because the output load capacitance is already known, with the output
ramp-up time requirement (defined in the pump specification), we can
easily calculate the linear current required to charge up the output
node to the regulation level within the given amount time.

Continuing with the previous example, assuming V=16 V, T\ 50 =
10 ps, and C)y,q = 20 pF. The linear current required to charge up the
pump output can be calculated as follows:

. \4 16
1= Cload T out  — 20.E_12 E)—E_:E =32 HA (5-4)

rampup

Hence, the pump should be able to deliver a steady linear current at
a minimum of 32 pA. Note that, in general, the output drive current
must be a specification for the charge pump.

R ={ N ]xl (5-2)
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2. Now, armed with this information, we need to focus our attention
on to the last stages of the Dickson charge pump and consider its
operation with the two phases of the clock.

At steady state during regulation, assume the pump is delivering
a steady current (/,,;) to the output while maintaining a constant V_,,
(see Figure 5-1). In this situation, I, the current consumed on the
output matches exactly the current delivered by the pump. Extending
this concept one step inside, the charge dumped on node 5, through the
diode M; from preceding stage, is equal to the charge lost through diode
M, within every clock cycle. This charge gain and loss is manifested
as voltage increase and decrease on node 5.

Assuming a long clock cycle, during the second half of the clock, the
voltage drop on node 5 due to the output current I, is equal to the volt-
age gain AV due to the positive phase of V;. Assuming AV is 800 mV

.

vl N

ob

v

Figure 5-1 Charge pump’s internal voltages.
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(a typical approximation for the last stage) and the frequency of pump
operation is 10 MHz, and because we have already calculated I, from
the previous step, we can use the same equation to determine an initial
value of C:

AV _ ,800x10°
At 100x107° (5-5)

I,=32uA=C

=C=4pF

Therefore, we can start our simulations with our initial assumption
of 4 pF for all pump boosting capacitors. After observing the initial set of
simulations, the size of the capacitors can be tweaked to meet different
specifications. In general, the initial capacitance assumption is on the
higher side and will come down, as the design is being optimized. One
more thing to keep in mind while determining the output drive current
is the size of the diode-connected MOSFET. In general, the MOSFET
width should not be too large because that will increase source/drain
parasitic capacitances and will also increase signal routing lengths. But
the MOSFET width should not be made too small either because that
will limit the MOSFET’s Ipg, which in turn will hinder quick charge
transfer from one stage to the next. In general, the initial width of
the MOSFET can be calculated from the MOSFET’s Ipg—versus Vg
curves, with a particular width chosen so that it meets the needed I,
current at saturation. Again, the MOSFET length should be as minimal
as possible, but enough to meet all worst-case, device-related reliability
parameters.

The current drivability issue is never complete without mention-
ing the impact of the circuit’s capacitor and diode sizes on the overall
pump performance. Care must be taken to keep the device sizes smaller,
reduce the layout area, and do creative layout floor planning in order
to reduce unwanted parasitic.

5.1.3 Output ramp-up time and recovery time

The pump can be modeled as a voltage source with an internal imped-
ance of R, which in turn limits its output current drivability. The output
ramp-up time and voltage recovery time are two important benchmarks
of the charge pump performance. Most applications require the output
to ramp up fast when a particular operation is initiated—an operation
that requires the high-voltage output of the pump. As in an EEPROM,
the pump voltage is required when a program operation or an erase
operation is chosen. Hence, the pump needs to ramp up the output fast
enough to complete the required operation in the shortest possible time
in order to meet program or erase speed requirements.
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The output voltage recovery time is another important measure of
the pump’s capability. The pump’s output current driving capability is
inversely proportional to the regulated output voltage. When the pump
output is maintaining a steady output, high-voltage state, sudden output
charge sharing due to rapid switching activity or spike of load current will
cause a droop in the output voltage, which needs to be replenished within
the given “recovery time.” Designing the pump to operate at 70%—80% of
its maximum capacity will generally guarantee this process.

For a pump with “a” number of stages, the output ramp-up time or
recovery time can be controlled by the size of the capacitors and the
frequency of operation. A larger capacitor will allow more charge to
be transferred in each clock cycle and thus cause a faster increase
in output voltage. Higher frequency will expedite this process if the
pump is capable. With today’s process, in which it is possible to push
the ring oscillator frequency to the gigahertz range, the frequency of
charge operations is not a speed-critical factor. As mentioned earlier,
the maximum frequency of charge operation is determined by the
pump architecture, the circuit design and the layout-related parasitic.
The range of pump frequency is determined by the application and
design requirements. Optimization is needed through design itera-
tions. Further, the clock frequency and the pump performance should
be verified with parasitics extracted from the layout (i.e., with back
annotated simulation results).

5.1.4 Power consumption

With the rising demand in handheld devices and a requirement for low-
power operation, power consumption (or power efficiency) has been one
of the significant factors in charge pump design. Traditionally, charge
pumps have been the culprit in the chips that incorporate them because
charge pumps exhibit lower efficiency at higher output voltage, which
makes them take a significant bite in the overall chip power consump-
tion. In reality, the efficiency for charge pump (generally the ones gen-
erating very high voltages) could vary between 5%—50% depending on
the particular designs.

Even though increasing the capacitor size or the operation frequency
can directly increase the pump performance, the power consumption
will create the most significant drawback. As the capacitance (C) is
increased, the parasitic capacitance (C,) also increases, which will
effectively limit the highest frequency of operation and also cause a
large CVip foe dissipation. Also, driving this large capacitor requires
large drivers, which effectively increase the operating current. There are
many design tricks for reducing the CV 3y, f,..-related power consump-
tion, such as a multistep frequency control, where the pump is oper-
ated at a higher frequency, initially to ramp up to the required level,



100 Chapter Five

and then switched over to a lower frequency to maintain that voltage
level under regulation. A more sophisticated method may be to use a
VCO-type of oscillator. The oscillator frequency varies as a function of
pump output voltage.

A final factor is the contribution of the voltage regulator in power
consumption. It is common that resistive voltage dividers are used to
sense the output voltage and regulate the charge pump output. To have
a fast regulation response time, a lower resistor value may be chosen,
which in turn has larger DC regulation current. Therefore, the pump
has to deliver this extra current in addition to the load current. In this
case, the charge pump will consume more DC power.

5.2 Pump Clock Source

The clock source for a charge pump can be derived from the system clock
source, if available, or a new clock source may be built to support the
pump activities. A simple clock source may be built using a ring oscil-
lator, as shown in Figure 5-2.

It consists of an odd number of inverting gates connected in a ring
pattern. The NAND gate has been used to enable the oscillation. The
oscillation frequency can be expressed as

_ 1
N (tphl +t p]h)

where £ is the signal propagation delay for an input rising edge and
t,m is the signal propagation delay for an input falling edge. N is the
number of stages of the oscillator. For a properly sized gate, ¢, = £,
Hence, the frequency of oscillation can be expressed as

(5-6)

1
~ 2NT,

f (5-7)

where T}, is the propagation delay, which equals #,,, which in turn
equals .

Because the ring oscillator needs a higher number of stages to produce
a lower frequency, specifically with faster semiconductor processes, a
standard practice is to allow the oscillator to operate at a high frequency

Enable FD}—DO—DO—DO—DO—DO—DO&‘L
N [ Ty Ty Oy

Figure 5-2 A seven-stage ring oscillator.
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Figure 5-3 Variable frequency clock generator.

and then use a series of dividers to step the frequency down to a required
level, as shown in Figure 5-3.

Even though the simple ring oscillator can do the job, it has huge
variation—over the process, temperature, and supply voltage varia-
tions. The oscillation frequency may vary as much as 30% over the
typical operating condition. Keeping the oscillation frequency constant
is important because for applications requiring precise pump output
voltage, a changing oscillation frequency will cause a change in output
voltage noise, power consumption, and output recovery time, etc.
To get around this problem, a more-sophisticated, current-controlled
ring oscillator may be used.

As shown in Figure 5-4, the current-controlled ring oscillator uses the
same inverting gates connected in a ring pattern, with the exception
that the current through these inverting gates is controlled by a refer-
ence voltage source. This voltage source may actually be derived from a
band gap reference voltage generator to produce extra stability across

Vbp VoD Vbp Vbp

——d——df q
) ljﬂ ‘Iref
e
3 % ..... Cloc
V II:L ]

et ii Ij;

Figure 5-4 Current starved ring oscillator.
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temperature and process variations. Assuming the capacitance on
node X in Figure 5-4 is Ci,,., the frequency of operation can be derived
as follows: :

— (5-8)

NCstageVDD
Another significant advantage of this oscillator is that compared to
the simple ring oscillator, this oscillator requires a fewer number of
stages to attain the same oscillation frequency, and the oscillation fre-

quency can also be controlled linearly by varying the V..

5.3 Regulator Design

Even though some simple low-voltage charge pumps generating volt-
ages in the range of 2V or Vpp + V, may not need a regulator, most
of the high-voltage charge pumps almost always need one. Two major
types of regulator are generally used: the resistor divider-type regula-
tor, and the capacitor divider—type regulator. Details about these types
of regulators were provided in the previous chapter, so we will not dis-
cuss them here. Based on the application, the circuit designer should
choose the type of regulator that is most suitable for the design.””

5.4 Non-overlapping Clock Generator

In general, the pumps will need a non-overlapping clock for optimum
functioning. For a 2-phase Dickson charge pump, the two clock phases
may be generated by using one clock source and its inversion as another
clock source, as shown in Figure 5-5.

With this type of clock source, consider what happens during time %,
for a Dickson charge pump in which ¢, is connected to stagen — 1 and ¢
is connected to stage n. During the time ¢, — £,, stage n-1 is charging
up stage n, and if the clock time period is relatively small, the positive
going edge of ¢ will cause a quick cutoff of the charge transfer from stage

4 5 ty 1

Figure 5-5 A non-overlapping clock.
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Figure 5-6 A non-overlapping clock generator.

n — 1 to stage n, thus resulting in incomplete charge transfer and, hence,
reduced pump performance. To avoid this scenario, a non-overlapping
clock is better suited for a Dickson charge pump. A non-overlapping
clock can be generated from the original clock source by a simple circuit
(see Figure 5-6 and Figure 5-7).

This circuit takes a clock signal and generates a 2-phase non-
overlapping clock. The operation is based on the fact that the falling
edge of the input clock passes immediately through the NAND gate
NDy, while the rising edge has first to propagate through the other
NAND gate and the cascaded delay element. The resulting signals, ¢
and ¢,, have a non-overlapping time equal to the sum of the delays at
the NAND gate of the delay element. The delay element is generally
made using an even number of inverters. When driving long clock lines,
additional buffer stages need to be used to maintain sharp output clock
rise and fall times.

Even though the non-overlapping clock generator shown in
Figure 5-6 is used extensively in many circuit implementations, it has a
small imperfection—the one phase of the clock passes through an extra
inverter, INV,, and the other phase does not. This problem is generally
manifested as a nonsymmetric pulse width of the complementary clocks
when the pump is operated at a very high frequency. Even though this is
not a problem for a normal Dickson charge pump, it may be a problem for

A

— T .

() -\ B N

g
»

LIRS EON b s Wl Bea Iy 144A

Figure 5-7 A non-overlapping clock generated from the non-
overlapping clock generator.
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Figure 5-8 A perfected non-overlapping clock generator.

more sophisticated pump designs, such as a 4-phase charge pump, which
will be discussed in later chapters. One quick way to fix this issue is to
use a passive matching delay element, as shown in Figure 5-8. In this
case, the PMOS-NMOS combination pass gate has the same geometry
as the PMOS-NMOS MOSFETSs in the INV; gate to produce symmetric
clock output signals.

The initial amount of non-overlap can be kept between 1 ns to 5 ns
and later tweaked to provide better results after RC back-annotated
simulations are performed. Because the non-overlap time is generally
derived from gate delays, this non-overlap will vary with different pro-
cess, voltage, and temperature conditions and therefore different corner
simulations need to be done before optimizing the non-overlap.

5.5 Cross-coupled Voltage Doubler Design

During the course of the design of the charge pumps, clocks must be
created with amplitudes higher than the power supply voltage of Vpp,
such as 2 X Vpp, 3 X Vpp, and 4 x Vpp. As explained later, using clocks
of higher amplitude allows for fewer pump stages to be in serial and
thus reduces the internal impedance of the charge pump. This approach
makes the pump design much more efficient when the power supplies
are scaled down. It also allows the charge pump to be capable of high
frequency operation when the dynamic threshold voltage of the diodes
is very high at fast clock rate.>**?

A simple cross-coupled voltage doubler design is shown in Figure 5-9.
V, and V, are the non-overlapping clock inputs, while Out and Out, are
the 2 x Vpp amplitude clock outputs. To understand the functionality,
let us look at what happens when V, goes high. First, it causes MOSFET
P1p to shut off. Then, Ny, turns on, pulling down the output to ground,
while MOSFET Ny, turns on, which precharges node X;; close to Vpp —V,.
In the next clock phase, when clock V, goes low, MOSFET Ny, and
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Figure 5-9 A cross-coupled voltage doubler.

Ny, turn off and MOSFET p,;, turns on. Next, the clock V4 goes high,
pushing node X;, to 2V, — V,, which is passed through py; to the output.
A symmetrical operation happens on the right side, resulting in two
non-overlapping clocks of higher amplitude. Note that the -V, term will
always remain, which results in a small inefficiency. Using MOSFETs
of lower threshold voltage for N, and Ny, will result in improved per-
formance.

If clock amplitudes of higher potential than 2Vpp are required, the
cross-coupled voltage doubler shown in Figure 5-9 may be cascaded
together to produce a clock of amplitude 3V, — 2V,, and three such
stages may be cascaded together to produce a clock of amplitude 4Vpp -
3V,. Figure 5-10 shows the schematic of two stages cascaded together to
produce a 3Vpp - 2V, clock. Even though this process seems simple, the
capacitances at nodes X, and Xy, need to be kept at a minimum, because
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Out

‘Figure 510 A cascaded clock amplitude multiplier.

when the switches from low to high and couples up node X; closg to the
2Vpp level, the charge is actually being shared between capacitor (oh
and the parasitic capacitances. As two stafges are cascac‘led together to
produce higher voltages, this charge-sharing problem will really create
inefficiency, thus reducing the magnitude of th_e act'ual oqtput .volt-
age. Further, NMOS transistors at higher pote?ntlal will e?(hlt?ljs }}1gher
threshold voltage due to high source bias, adding to the circuit’s 1¥1efﬁ-
ciency. Proper care should be taken to select the actual clock amplitude
and the circuif layout.

5.6 Logical Effort for Clock Buffer Sizing

Everyone who has gone through a chip degign phase has fac.:ed the
same problem: How to size a signal propagatlon path through dlffeI.'enr’g
gates to drive a heavy load or to drive a signal over a long signal line?
In other words, how to properly size a series of logic ga;cges to produce
the least propagation delay? The logical effort method allows us to
find optimum solutions for these issues. The logical effort method has
the following merits:

® It uses a simple model of delay.
& It allows back-of-the-envelope calculations.
® Tt helps make rapid comparisons between alternatives.
e [t emphasizes remarkable symmetries.
In this chapter, we will quickly detail a simple logical effort meth-
odology and find ways to use logical effort to help make better deci-

sions for clock buffer sizing. You will see that the best. performa_tnce can
be achieved by using optimum fanout for each stage in the logic chain.
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You will also see that even though the widely published optimum fanout
is “e”(=2.71), the real optimum for CMOS circuits ranges from 3.0 to 4.5,
depending on the type of gate.

Logical effort expresses delays in a process-independent unit:

Dg = Dabs / T (5-9)

Here, D, is the actual delay of the gate in units of seconds, 1 is the
process multiplication factor (in seconds), which represents the delay of
a minimum inverter driving another minimum inverter in some process.
7=~ 50 ps for a 0.8-um process, and 7= 12 ps for a 0.18-um process. D,is
the absolute process-independent delay.

Next, the gate delay can be expressed as

Dg =FG+ Poate (5-10)

where G is the logical effort. In general G =1 for an inverter, by definition.
For a 2-input NAND gate G = 4/3 and for a 2-input NOR gate G =5/3.

Next, F'is the electrical effort = C,,,/C,,. The term F can also be expres-
sed as the ratio of output to input capacitance, which is also termed
fanout.

Finally, pg. is the parasitic delay of the gate driving no load. p,,
is set by internal parasitic capacitance. Deate = 1 for an inverter. For a
2-input NAND gate p,,. = 2 and for a 2-input NOR gate Daate = 2.

Logical effort, G, is defined as the ratio of the input capacitance of a
gate to the input capacitance of an inverter delivering the same output
current. Figure 5-11 shows the logical effort calculation for the three
most common gates. Note that the product of electrical effort and logical
effort, FG, is known as the stage effort.

Cin=3
G=3/3

Figure 5-11 Logical effort of common logic gates.
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The inverter has a logical effort of 1, by definition. Logical effort for
any gate can be determined in the following ways:

# It can be measured from delay versus fanout plots.

® It can be estimated by comparing the gate input area (i.e., by finding
the sum of widths, provided the channel lengths are equal) of all the
MOSFETSs connected to the input and dividing this by the sum of
widths of the PMOS and NMOS transistor of an inverter. Figure 5-11
shows the calculation of logical effort by using the gate input area
comparison method to calculate the gate delay of an inverter in the
following circuit configuration.

Next, let us apply the logical effort concept to find the gate delay of an
inverter driving a few gates. By definition, the gate delay will be a func-
tion of the fanout, its logical effort, and the intrinsic parasitic capacitance
of the gate. Figure 5-12 shows a typical structure.

Using Equation 5-10, D, = FG + pgy., We have the following:

® Logical effort for inverter: G =1

& Electrical effort: F = C,,;/Cin =4
= input capacitance of four inverters/input

capacitance of one inverter.

® Parasitic delay of an inverter: py,, =1

Therefore, gate delay, D,,is 1x4+1=5.

Multiplying D, with the process-dependent multiplier, 7, will produce
the actual gate delay. The process multiplication factor can be derived
easily by plotting a delay-vs.-fanout plot for any gate. Figure 5-13 shows
such a plot for an inverter with an approximate trendline and the values
of the y-intercept and slope automatically calculated by Excel.

Using D, = 7(fZ + i) and substituting the values of g, Piny, and f, we
can calculate the value of 7 by looking up the values of Figure 5-13, as

shown in Table 5-2.

2
Figure 5-12 A typical circuit
setup for calculating gate delay.

VYVY
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Figure 5-13 Simulated delays of an invert ivi i i
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Note that for the inverter, g = 1 and p,, = 1 by definition. As can be
se;n from Table 5-2, the average value of 7 is 41 ps.
or designing large circuits that need several sta
: ges of gates or
buffers, the total signal path delay can be expressed as ¢

D, =YD =Y fg+3p (5-11)

Next, it can be proved that the delay i
) y is smallest wh
bears the same stage effort: en each stage

1,8 =138, =185 = (5-12)

K »

Applying this concept on a series of “n” inverters, the following can
be shown:

-C (5-13)

TABLE 52 Process Multiplication Factor = Calculation

D b
f g Piny D b = "
o (f xg+ pinv)
2 1 1 120 40
g 1 1 210 42
5 L 1 290 414
! L 370 411
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Hence, taking log on both sides, we have the following:

Cload
" l:C jl (5-14)

stagel

In[F]

n=

Because each stage bears the same stage effort and assuming all
gates are of a similar type (so we can have the same Dgate)» the total path
delay can also be expressed as follows:

D, =iDg=ifg+ZP=an (5-15)
1 i 1

Substituting n from Equation 5-14, we have

tot

_y De
D —Mln[F]

Cloa
Wherelen{ ! d}

Cstagel
Because D, = FG + p, substituting D, in the preceding equation
we get
(F G+ p)
Y e}
Dtot ]n [ F]
Next, to find the minimum delay for this path, we should differentiate

the preceding equation with respect to F and equate it 'to 0.
Using the quotient rule of differentiation, we can write

(5-16)

GInF-(FG + p)(%) .

thot — M =

(5-17)
GInF-G= %
Flmr-1]=F

Because for an inverter G = 1, the preceding equation can be written

as

FlnF-1]=p (5-18)
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Neglecting parasitics (p = 0), we find the familiar result F = 2.718 (e).
For p =1, we can solve the equation numerically to get F = 3.5. Similarly,
for a two-input NAND gate and two-input NOR gate, it can be shown that
the minimum delay can be achieved by F = 3.7. N ext, we can do a little
sensitivity analysis to see how the delay varies if F is not minimum.

Using

Dg
D =M-—"= -
tot ln[F] (5-19)
, A .
and representing the minimum delay as Diot = M W“m},we can plot

_Dg_
D, __In[F]

ﬁ tot __Dmin (5-20)

In me]

with respect to F, as shown in Figure 5-14.

Through further analysis, we can see that for different types of stan-
dard logic gates, the minimum fanout, F_,_, will vary between 2.5 <
F < 4.5. Next, from Figure 5-14, you can see that keeping the fanout
per stage 2.4 < F < 6 gives a delay within 15% of the optimal delay.
In practice, keeping a uniform F = 4 per-stage number allows for

1.2
115
e L1 \
1.05
1 \

0.95 , :
2 3 4 5 6

Fanout (F)
Figure 5-14 Delay sensitivity with fanout variation.
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easy calculation and optimum results. An easy way to use the results
from logical effort in practice is to first determine the output lqad
capacitance (in terms of gate loading) and then work back by following
F = 4 fanout backward through each stage. .

Take the following example in Figure 5-15 to det(.ermlne the best
fanout/stage and the number of stages for a clock dx-'lver whose final
equivalent loading is represented with an inverter .of size 9.6(? W (PMQS)
and 480 p (NMOS). Also, for simplicity, let’s imagine the initial driver
size is 15 u (PMOS)/7.5 u (NMOS)."*" _ .

From the preceding example, we can easily infer the following:

® Signal propagation paths are fastest when fanout is close to 4.
» Path delay is weakly sensitive to the number of stages and gate sizes.

® Using fewer stages does not mean faster propagation.

Keep in mind that logical effort uses a simplistic delay' model and
that it neglects input rise/fall time effects. In the preceding calcula-
tions, interconnect parasitic capacitance loadings were n.ot accounted
for. In practice, this will create erroneous results, espegally er long
interconnecting wires. An easy way to account for parasitic cap.ac.ltances
is to estimate the loading parasitic capacitance and convert it into an
equivalent gate capacitance. This should be a one-step process as soon
as the parasitic capacitance-to-gate capacitance ratio is determined.

15/7.5 960/480
i d
1st Stage Final Loa

Scenario 1: Fanout = 2
15/7.5 30/15 60/30 120/60 240/120 4807240 960/480

P

Path Delay = 6* [(2 * 1)+ 1] = 18 units.

Scenario 2: Fanout =4
15/7.5 60/30 240/120 960/480

P PP

Path Delay = 3* [(4 * 1) + 1] = 15 units. €——— Fastest

Scenario 3: Fanout =8
15/7.5 120/60 960/480

o S o

Path Delay = 2* [(8 * 1) + 1] = 18 units.
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50T

Figure 5-16 A clock signal driving buffer.
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Next, connect this equivalent gate capacitance to the output of the driver
that is driving the long line (i.e., this driver will see the equivalent gate
capacitance as an additional fanout element). This process allows for
more accurate estimation of fanout and the total path delay.

A simple clock design can be a series of inverters, sized according
to the FO4 ratio, driving the capacitors. Remember that because in most
cases the final capacitive load is heavy, an FO4 ratio might not be main-
tained. Instead, the load may be 10-100 larger than the preceding stage.
Nevertheless, a fast ramp up of node V, V,is preferred, and extra boost-
ing techniques may be applied to hasten it (more about this later).

Even though the simple clock buffer shown in Figure 5-16 is sufficient
in many applications, it has an inherent shortcoming for charge pump
applications. The clock buffer output voltage, V;, is dependent on the
supply voltage, Vpp. This means that when the supply voltage variation
is on the higher side, the clock amplitude will be higher and the charge
pump output ramping will be faster, and vice versa. In some applications,
this may create a problem. To solve this problem, a Vpp-independent clock
source should be created. A quick-and-easy way to create such a clock
source is shown in Figure 5-17.

MOSFET M, is generally a low V, transistor. When a constant refer-
ence voltage, V.., is applied at the gate of NMOS M,, the source voltage
at node C - Vpp will always be at the level V,.; + V,, regardless of Vpp
variation, provided Vpp is higher than V,; + V.. V., voltage is usually
derived from a bandgap reference voltage generator. It must be noted
that regulating supply voltages through an N MOS-type transistor has
some drawbacks. Referring to Figure 2-20 in Chapter 2, consider the

Voo
Vref '—'i M,
Voo C_Vpp < Vpp

#0400
l_'i Lﬂi L[%‘ icpmm&cpmp_mp
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normal operating point of the present NMOS M, corresponding to V.
When there is a huge current demand from the C — Vpp node, the volt-
age at node C ~ Vpp will invariably dip down significantly. This happens
because as M’s I;, increases, V,, has to increase. However, because the
gate voltage is tied to a constant Ve, C — Vpp has to dip down to accom-
modate the high current demand. In this current scenario, to get around
this problem, ample decoupling capacitors should be used on the node
C - Vpp to filter out voltage dips.

= 82
Stage N + 1

5.7 ParasiticRandC

The parasitic capacitance in the individual Dickson charge pump stages
consumes charge during the transferring. It is one of the major factors
that can increase the internal impedance of charge pump. Recall the
following from a previous equation:

, C
Vs =|—1V, (5-21)
¢ c+C, )"

Here, V; is the voltage induced at each stage, which is a function of
the parasitic capacitance C,. The larger the parasitic C,, the lower the
voltage that could be coupled during each clock cycle. X

Figures 5-18 and 5-19 show the primary location of the parasitic capac- ¢ &
itance C,. As capacitor and MOSFET sizes get bigger, they need to be Figure 5-18 Interconnect parasitics, layout view.

split apart into smaller parallel sections. Partitioning large devices into
smaller con}ponents will increase the total area and the parasitic capaci-
tance associated with each internal node. Proper effort must be mage to
cr.eate an optimum layout floor plan and interconnect metal lengths and
widths to ma'ke sure the parasitics are kept to a minimum.'*8
As _shown in Figure 5-20, because of the inherently large size of the
capacitors, the total layout area tends to be large. If global clock drivers
are used to drive the clocks near X, the clocks will have a large rise/fall
times at t.he end, Y. This will significantly reduce the maximum frequenc
of operation. In addition, the clock drivers have to be sized up to achievy
tolerable clock slopes. This trend tends to consume more power. °

¢ &
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Clock Generator [} Pump Stage & Clock Routing

Figure 5-21 Linear layout floor plan.

The clock distribution scheme is also important in r_educing the .clpck
line parasitics, which allows faster operation _and efficient driver sizing.
A linear layout is shown in Figure 5-21. This schgme, though simple,
has a lot of clock line parasitics associated with it. Further, the clock
rise/fall time at the last block will invariably be longer than those at

he initial blocks. o
' A better way is to use the floral layout pattern shoYvn. in F}gure 5—22 to
reduce clock-signal line-parasitic capacitance. The_ main idea 1s.to deS}gn a
floor plan in such a way so as to reduce the parasitic on each signal line.

5.8 Power Bus and Bower Bus Capacitance

The charge pump’s inherent inefficiency, coupl_ed.with the large amount
of required switching current for the drivgrs, is itself the power hog on
the chip. On many occasions the chip exhibits poor performance because
of the huge current demand from the charge pump on the internal supply
bus Vpp. Large IR drop on Vpp bus could make the actual power supply
near the pump deviate significantly from worst case scenario.

In general, it is a better idea to place the charge pump cl.oser to tﬁe
supply pin pad, or to dedicate a special power supply pad just for tke
charge pump. The width of power bus from pad to the pump blqc S
has to be wide enough to address the worst case IR drop.. AppI.'oprlate
layout area must be allocated for supply decoupling capa%mto.rs in order
to smooth out the peak current from the clock buffer switching.

Clock Generator Pump Stage %&% Clock Routing

Figure 522 Patterned layout floor plan.
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5.9 Conclusion

This chapter introduced the various charge pump specifications that
circuit designers need to determine as an initial step before designing
the charge pump. It introduced nine main design specifications and ana-
lyzed each of the major parameters in detail and discussed how to create
trade-offs between each one of them. Through these steps readers can
determine the initial values of the number of pump stages, the pump
capacitor size, the pump clock frequency and various other parameters.
This chapter also showed how to design the various supporting charge
pump circuit blocks. Starting with a balanced non-overlapping clock
source generator, the chapter introduced clock amplitude doubler and
tripler circuits. Next, the concept of Logical Effort for clock buffer sizing
was introduced, along with a detailed quantitative analysis, as well
as the impact of parasitic resistors and capacitances on circuit perfor-
mance. This chapter concluded with a discussion on layout implementa-
tion, floor planning and clock distribution—all of which aid in the design
of an efficient charge pump.

The following chapter will take your understanding of the basic
operation of the 2-phase charge pump to the next level and illustrate
how to design a better charge pump.
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Chapter

Designing a Better Charge Pump

After the introduction of basic charge pump design concept and param-
eters associated with the design, how can one design a better charge
pump? What criteria should be used to judge if one design approach is
better than another? These are very valid questions the circuit designers
will always ask. Charge pumps are used in many different applications.
Different chips may have different requirements for the pumps needed.
It does not matter what function the pump needs to serve—the size of
the pump has to be small in terms of the total layout area. The charge
pump should be able to deliver more current at a given regulation level.
It should have better power efficiency as a whole system. The output of
a charge pump should have less noise while within regulations. These
four criteria should be universal rules for judging pump designs.

Die size is always expensive in the chip industry. Especially for com-
modity chips selling with low profit margins, extra die size savings
means higher profitability in production. The charge pump is normally
one of the circuit blocks that consume a large die size in many appli-
cations. It is always one of the best candidates for size optimization.
So how does one design a charge pump with a layout area that is as
small as possible? In order to understand what charge pump param-
eters could be optimized to the size of the pump, let us first revisit the
design of the Dickson charge pump in detail. Almost all modern charge
pumps are derived from the basic concept of the Dickson charge pump.
Understanding the limitations of the Dickson charge pump automati-
cally unveils the path to better designs.

Figure 6-1 is a schematic view of a generic Dickson charge pump. It
consists of N total pump stages. Each individual pump stage could be
simply divided into a capacitor and NMOS diode-connected transistor.
The capacitor is used for receiving and transferring charge and also is
used for elevating the potential energy of the charge being delivered
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Figure 6-1 Generic Dickson charge pump.

to the output. The diode-connected NMOS in between two stages is
used to allow charge transferring in only one direction, and not in fche
reverse direction. Because the stages of the charge pump are similar
in structure, to simplify our analysis, a single pump stage is chosen for
close examination. Various parameters associated with this single pump
stage could be studied to analyze their effects on the overall charge
pump performance, pump layout size, pump clock frequency, and total
power consumption. With a detailed knowledge of these key parameter§,
understanding the tradeoff between these various parameters for opti-
mization purposes should be easier.

Figure 6-2 shows a single stage of generic Dickson charge pump. The
capacitor associated with the next stage is also included. The 2—phase clock-
ing scheme used by the Dickson charge pump is shown in Figure 6-3.

6.1 Parameters Associated
with Pump Performance

A few basic parameters can be used to characterize the six}gle pump
stage in Figure 6-2. Equation 6-1 lists the parameters associated with
the operations of a single pump stage. The operations of the.pump can be
analyzed in two ways—from the charge-transfer point of view and from

Ny

1

Diode

Choost = CbOOSt -

Figure 6-2 A single stage of the
Dickson charge pump.

clk clkb
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Figure 6-3 A 2-phase clocking scheme for the Dickson charge pump.

the voltage point of view—to see how the parameters in Equation 6-1
affect the charge pump’s performance.

Croost Boosting capacitance per stage

Vioost Boosting clock amplitude

V, Threshold voltage of NMOS transistor
Tpeﬁo 4 Pumping clock period

£ Pump boosting clock oscillation frequency

=1
fosc Aperiod (6-1)

A g Charge transferred per clock cycle

6.1.1 Charge transfer point of view

First, this single stage is analyzed from the point of view of the charge
transfer. While the charge pump is in operation, the charge is being
transferred from one stage to the other in each clock cycle. The charge
pump has to meet the output load demand in two operating phases—one
is for the ramp-up phase and the other is for the regulation phase.

In the ramp-up phase, the output load needs to be charged up from an
initial level to the final regulated voltage within the output settle-down
time required by the design specification. This statement has two inher-
ited meanings: The first meaning is related to the actual initial output
ramp-up speed at the very beginning of operation; the second meaning is
related to the output voltage recovery speed during regulation. If extra
capacitive load is connected to the pump output, or spike of load current
for duration of time while the pump is in regulation, charge sharing
or lost charge on the existing load capacitance will immediately occur
and bring down the output voltage. The scenario of the load current
spike can always be transformed to an extra switching load capacitance.
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To simplify our analysis it will not be discussed here. Once the output
voltage drops, the pump has to recover and charge up this additional
capacitance to the regulation level. In both scenarios, the capacitive
loads need to be charged up to a fixed level within the fixed amount

time required. These two cases should be grouped into one category. To

ramp up the output of the charge pump from an initial level, V3, to the
final regulation level, V,, within the limited time, T, the charge pump
has to deliver the minimum charge to its output.

First, a fixed amount of charge, @1, needs to charge up the output
load, Cipaq- @1 is defined in Equation 6-2 by the loading capacitance
and voltage difference. During this period of time, I5aq 18 the current
consumed by all circuits connected to the output of the charge pump.
In Equation 6-3, @, is defined as the total amount of charge consumed
by circuits within the ramp-up phase. Within the ramp-up phase, the
total charge has to be delivered by the charge pump to its output. This
is the summation of Equation 6-2 and Equation 6-3. Q1ota 18 defined in
Equation 6-4. Because charge is being delivered within each clock cycle,
it is important to determine the minimum amount of charge that has to
be transferred per clock cycle from one stage to the other.

Q=V,-V, )Cloaa (6-2)
Q2 = Iload (t)Trise (6'3)
Qe = Q)+ Q, (6-4)

The number of clock cycles needed can be calculated using Equa-
tion 6-5. Tperioa is the pump clock period. With Equation 6-4 and
Equation 6-5, the minimum charge, Qequired_1> PET clock cycle in the
ramp-up phase can be calculated using Equation 6-6. If the load current,
Lo.4(t), is small compared with the capacitive current, @, can be ignored
in Equation 6-6 for simplicity’s sake.

N=Ty /T oa- (6-5)

rise

Qroquired 1 = Qe /N (6-6)
:[(‘/; - Vvl )Cload + Iload (t)Trise]Tperiod / Trise

Qrequired»l
In the regulation phase, the pump only needs to sustain the output
current at the regulated level. No more DC current is needed to charge

the load capacitance. The minimum current delivered to the output by
the pump has to be larger than the load current. Otherwise, the output is
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th.e -load current, I;,,4(t), at the regulated voltage, V,, or to deliver the
minimum output power, V,1,,4(%), to the output, Equation 6-7 has to be
satlsﬁgd. Qrequirea 2 is the minimum charge per clock cycle that needs to
be delivered to the pump output in the regulation phase:

Qrequired2 = Iload (t)Tpeﬁod (6'7)

In order for the pump to meet the requirements i
‘.che minimum charge transferred per cloc% cycle by th(e)fci{alr;}e)e;jgoi%
:}ts output. has to meet the maximum of @ equireq 1 AN Qrequ; Wlfich
is shown in Equation 6-8. During the cha'trge-tf‘ansferrirflqg;;1 r;%Zse the
!;ransferred charge is lost along the path. First, the transferred ch’ar
is lost to thg internal node parasitic capacitance, such wirings MOSFEg'g
§ourf:(?/dra1n junction, and so on. Second, the charge is lost ’due to th
inability to transfer the full amount of charge between stages. This coulg
be due to the V; of the diode-connected transistor, longer RC; delay, and
so on. The actual charge, Q,,., that needs to be transferred betx;veen
stages has to be larger than @, given in Equation 6-8:

Qoyate 2 MAX[Qrequjmd_ereqmred_z:l (6-8)

'Equation 6-9 provides the relationships of i

different parameters in Equation 6-1. Aﬂir loo?isitligg :tl"ccl}lle EZSSI;(? :’zt?;ie
ments f:rom the charge-transfer point of view, we come back to the%)ri :
nal design question: How does one design a smaller charge pum thg;t
meets the same requirements as before? To reduce the layout arI()aa for
a charge. pump, we have to reduce the total boosting capacitance asso-
c%ated vinth each stage. This allows the supporting signal drivers and
(s)lfgfgx(:zl line width to be resized proportionally, too. So how do we trade
o 3 Iﬁ;r;r:;igr for another to allow for smaller boosting capacitance

Qstage o Cboos‘choost (6-9)

stage ocl/th

Q oo isreduced by parasitic capacitance
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From Equation 6-9, we know that @tage is proportional to the prod-
uct CpoostVioost- 1t is natural instinet to increase the amplitude of Vst
to compensate for the reduction of Cy.s- Because in many designs the
clock drivers are commonly biased by the system supply V., a higher
chip supply voltage V. would allow the design to be smaller. The change
in size of a charge pump design is obvious as the chip power supplies
are scaled down. For similar designs, a 5 V charge pump is smaller
than a 3 V design, and 3 V charge pump is much smaller than a 1.8V
charge pump. The chip supply voltages are fixed by a given technology
and chip specification, which is something that cannot be changed by
designers. However, there are no requirements that limit the designers
to using only the system power supply V.. to supply the clock drivers.
If there is an additional high-voltage pump that can generate potential
higher than the system supply V.., then all clock drivers can use this
new high-voltage supply to drive the pump circuit. The derived pump
clock amplitude, Vy.s, would be higher than V... As a consequence, Croo
can be reduced using this approach. Indeed, this approach is achievable
by circuit design. However, there would be extra circuits due to the new
high-voltage clock generation. In practice, this tradeoff has to be studied
to see if there is an overall benefit in die-size savings.

What if the clock driver supply is fixed to supply voltage V..? Could
Choost Still be reduced by other means? Reducing Cy.s: PEY Stage means
reducing the total amount of charge that can be transferred per clock
cycle. In the ramp-up phase, according to Equation 6-4, a minimum
amount of charge needs to be transferred to the output node per clock
cycle. If Cyooet is Teduced, Cequireq 1 PET clock cycle would be reduced too. If
all other parameters in Equation 6-2 and Equation 6-3 are unchanged,
Tperioa Should be scaled down proportionally to make the scaling of the
boosting capacitance achievable. The higher clock frequency would com-
pensate for the reduction in the boosting capacitance.

Stated another way, during the initial ramp-up phase, a fixed amount
of charge needs to charge up the output capacitance. If the charge trans-
ferred per clock cycle is reduced, in order to charge up the load within
T...., more clock cycles are needed within the given ramp-up period to
complete the job. Clock frequency will be higher. If the ramp-up time or
the recovery time is not the maximum in Equation 6-8, it is necessary
to check the output power requirement in the regulation phase. Can
increasing the pump clock frequency and reducing the boosting capaci-
tance work the same in the regulation phase?

In the regulation phase, according to Equation 6-7, the minimum charge
required to deliver to the pump output per clock cycle is proportional to
the product of 1,,q(8) T perioa- ASSuming the load characteristic, Ij,,q(®), is
unchanged during optimization and the pump clock frequency is increased,

Terioa Will be reduced. The minimum amount of charge, @ equired 2, that
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needs to be deh'vgred in a given clock cycle will be reduced proportionally.
The propo§al of increasing the pump clock frequency to compensate for
the reduction of boosting capacitance works in principle.

6.1.2 Voltage point of view

Af!:er exarpining the charge pump performance from the charge-transfer
po1r}t of view, we will analyze the charge pump from the voltage point
of view to see how the optimization should be done. The charge pump is
used to transfer charge from stage to stage, and to elevate the potential
energy qf the charge through the successive stages.

.The ‘smgle stage of the Dickson charge pump, shown in Figure 6-2
will still be used here for analysis. In Figure 6-3,'the 2-phase clockin ;
scheme was presented to drive the Dickson charge pump. In pratcticeg
Clk, apd Clk; are usually non-overlapped clocks, as shown in Figure 6-4,
The high phases of the clocks are never overlapped. They are designe(i
to allow better charge transfers because the source voltage of the diode-
connected transistor is always coupled down first before the charge
trﬁpfe{r starts. The clock amplitude of Clk, and Clk, is at V} . 1ev§1
whic i 7
generaﬁorrllosr:}l)z;lll}z the chip supply voltage, V., or the on-chip voltage

As shown in Figure 6-5, the charge is transferred fi
stage N,. In the first half clock cycle, N, is coupled dol;zfl)rrf1 bS;iiee ]2%)(1::12
at time Tl.. At time T, node N; is coupled by the boosting capacitance
The amplitude of voltage change is given as V;. Node N starts takiné
charge from the preceding stage, Ny, after time T,. Between T, and T
l’lOfieS N; and N, tend to converge to the same level as the c2harge igs’
being transferred. Due to the threshold voltage of the transistors and
the RC delay of the internal nodes, the full amount of charge transfer
f:ann(.)t be_ realized. At time T, the voltage difference between N, and N.
is V, in Figure 6-5. The difference here shows that this pump is1 unable2
to transfer the full amount of charge between stages due to V, and RC
delay. The total trapped charge is AQ = C},.s;Vs. The separation of T:
and 7'y, or Ty and T, allows the voltage on the internal nodes to be rese’i

Pump 4

Clocks Clk,

Clk,

| Time
Figure 6-4 A 2-phase phase-clocking scheme.
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Figure 6-5 Internal voltages and timing for two successive stages.

properly before the next boosting happens. This separation (or non-
overlapping) of clocks does not make much difference in real design. In
the next half clock cycle, N; will be boosted down at T3 to take charge
from the previous stage, and at T, N, is boosted up to transfer the charge
to the next stages.

With the Dickson charge pump, due to the threshold voltage of
diode-connected devices and the RC delay per stage, the charge rarely
can be fully transferred from stage to stage per clock cycle. With the
increasing source biasing along the chain, the higher the regulation
level needed, the less efficiently the charge can be transferred at late
stages in later stages. In order to meet the design requirement, usually
a much large boosting capacitance is needed to compensate for this loss
of efficiency. ,

Based on the voltage point of view, in order to design a smaller charge
pump, if somehow the device V; of the diode-connected MOSFETSs can
be reduced, or somehow be fully cancelled by some means, the charge
transfer efficiency can be improved. At the same time, no extra boosting
capacitance is wasted to address the inability of charge transferring.
Let us put the charge pump parameters together to see if smaller cou-
pling capacitance is achievable.

As shown previously, two parameters can be controlled to optimize
the pump size: clock frequency and V; cancellation. Clock frequency
has a direct impact on pump performance and the overall pump size.
At a lower clock frequency, pump output power at regulation is directly
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Figure 6-6 Iy, versus Vy, at different V..

proportional to clock frequency. At a higher clock frequency, this rela-
tionship will not hold for some architectures or some designs. The maxi-
mum clock frequency at which the charge pump can operate depends on
the V; of NMOS and the RC delay of the individual pump stage. A diode-
connected NMOS device has V,, = s> and the conduction of current
stops when V,, = V,. With this kind of connection, the diode-connected
NMOS could be simplified into an equivalent resistance, R,

A_s shown in Figure 6-6, two ways are available to find the equivalent
resmta.nce of the NMOS device. First, the slope of the trajectory at each
opeI."atlng point of the actual Iy curve represents the inverse of the
eq}llvalept resistance of R, of the pump stage at that particular oper-
aiflng point. At operating point Vy, = Vo=V, line a is the trajectory in
Figure 6-6. A crude method would be to connect the operating point and
the origin (0,0) with a straight line directly. As line b shows in Figure 6-6
the slope could also represent the inverse of the equivalent resistance’
of R_eq. Both methods lead to a similar conclusion.

Figure 6-7 show the equivalent view of a single pump stage. Each
stage can be viewed as a simple RC network. The delay through the

Diode

Choost % Choost I

Figure -7 Equivalent view of a single pump stage.
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stage can be described using Equation 6-10:

t=kR_C (6-10)

eq ~ boost

k is a coefficient determined by how much of the charge is being
transferred up to a satisfied percentage in a given clock cycle. In an
RC network, the delay on the output signal swing has an exponential
relationship over the time. As the output tries to reach its final target
value, it takes an infinite amount of time. There must be a cutoff point
in time to determine the pump clock period. One practical approach
is to use the amount of time it takes to transfer nearly 70%—-80% of
charge as the guideline for the cutoff point. If the actual clock period
is shorter than 7in terms of the charge transfer, the gain from higher
clock frequency and the loss from less charge being transferred per
clock cycle will be a wash. Pump performance will not be increased
with the increasing clock frequency.  determines how fast the pump
clock can be designed for a real circuit. With the constraint shown
in Equation 6-10, it would be difficult to improve the clock frequency
with the Dickson pump. However, many other approaches based
on the Dickson charge pump allow faster clocking frequency to be

realized.

6.2 How to Improve Charge Pump Efficiency

As shown in the previous discussion, the limitations of the Dickson
charge pump are V, drop per pump stage and R,, associated with each
diode-connected device. V, drop per stage reduces the charge transfer-
ring efficiency. At each pump stage, for every clock cycle there is always

charge that cannot be transferred from stage to stage, which is repre-

sented as AQ = Cpoost X V. The effect gets worse at later stages with
the body bias effect, or as the output voltage required moves higher.
The R, of each pump stage is another critical factor in determining the
pump performance. It is related to the conductivity of the transferring
diode. A wider device and shorter channel improves R,,. Larger V, for
the diode-connected device would increase R.,. 7 determines how fast
the Dickson pump clock could be operated.

In designing a smaller charge pump, the frequency of the pump clock
is one of the keys.” The other key is to make the V, of the diode-connected
device less effective. In the Dickson charge pump, the clock frequency
can only be increased up to a limit. The V, of the diode-connected device
would increase as the source voltage rises. To design a better charge
pump means to break the barrier of the clock frequency limitation in
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the Dickson charge pump, and also to overcome the reduction of charge-
transferring efficiency due to the V; drop per pump stage.

Two types of approaches are commonly used in the industry to design
charge pumps with better efficiency than the conventional Dickson
charge pump. The first approach can be generalized as the V, cancella-
tion charge pump. The second approach can be generalized as a charge
pump design using high-amplitude pump clocks.

6.2.1 V,cancellation scheme

In the first approach, various pump design proposals use different tech-
niques to boost the gate of transferring NMOS in each stage.>” This
allows a near full-charge transfer in each clock cycle. As the effective V.
of the transferring NMOS device is cancelled, the equivalent resistancet
Ry, of each pump stage is significantly reduced. ’
Figure 6-8 shows the plot of R, for the V; cancellation scheme. Because
the charge can be fully transferred from stage to stage, at the end of the
charge transferring, V; and V, are close to equal potential. Vds is near
0V after the full transfer of the charge. On the IV curve of NMOS, the
slope of all I, curves near the operating point (0V,0A) is very steep
which is the inverse of R,,. The slope of the thick line is the inverse of"
R, for the Dickson charge pump near its operating point, Ves = Vs =V,
It is obvious that equivalent resistance for the V, cancellation scheme
is much smaller than that of the Dickson charge pump. This is the fun-
damental reason why the V, cancellation scheme can operate at a much
higher pump clock frequency. A faster pump clock can reduce the size of
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Figure 6-8 R, for V, cancellation scheme.



130 Chapter Six

the pump capacitance, which in turn further reduces thetime constant,
T = Req X Choost- Then the pump clock frequency can be further increased.

One of the great examples of a V, cancellation scheme is the 4-phase
charge pump design. The pump architecture has a very unique approach
for canceling the threshold voltage of the diode-connected device through
a bootstrapping technique. The details are discussed in Chapter 7.

The maximum clock frequency at which the pump can operate depends
on the RC delay of the individual pump stage, plus the extra delay through
clock generation and the clock driver. With the unknown factor of power
supply and parasitic RC, it is better to have enough design margin built
in. If we were to plot the inverse of performance-versus-pump clock fre-
quency for the V, cancellation charge pump in Figure 6-9, the curve could
be divided into two regions. For f,,. > f,, this region could be called the
exponential decay region. In this region, the delay through either clock
driver or the delay through the pump stage becomes significant. Any more
reduction of the clock period would cause the entire pump to malfunction.
For £, < fo, because the charge can be fully transferred within the clock
cycle, any increment of the clock frequency will translate to more charge
being delivered to the output of the charge pump in a fixed amount of
time. The performance of the charge pump will change linearly with the
clock frequency. This is called the linear region. For f, < f,, the perfor-
mance change is relatively flat. It is safer to choose the operating clock
frequency in this region for a realistic design.

6.2.2 Pump design using high-amplitude pump clocks

~ The second approach for improving charge pump efficiency is to design
the charge pump with pump clocks with higher amplitude. The character-
istics of the Dickson charge pump can be described using Equation 6-11.
Charge loss per pump stage can be defined using Equation 6-12.

A
1/Performance

Exponential i
Decay !

<
fosc f 0

Figure 6-9 Performance versus pump clock frequency for the
V, cancellation pump.
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Assuming V, is unchanged, if the amplitude of the pump clock can be
increased, the loss per stage due to the threshold voltage of the diode
will be decreased. As a consequence, the charge transfer efficiency can
be improved with this new design approach:

R = n
* (C+C)f,,
(6-11)
C I
V.=V _Y v, v oot |
out m+nl:(c+cs] clock Vm (C+Cs)f;)sc Vin
|
Loss=—* (6-12)
Vclock

Because more charge can be transferred in each clock cycle, and
because of the higher elevation of charge potential energy through each
pump stage, fewer stages are needed in a serial connection. Based on
Equation 6-11, this design approach reduces the equivalent impedance
of the charge pump seen from its output port.

Figure 6-10 shows the I-V curves of two different designs. The curve
with the starting point of V,,, = 2.5 V shows normal Dickson charge pump
operation. The curve with the starting point of V,,, = 5 V represents the
pump clock being just doubled from 2.5 V to 5.0 V. Because V, is not
cancelled, the charge transferring stops when V= V,, =V,. If we draw
the trajectories of I-V curves for both designs at the operating point
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Figure 6-10 R, of multiplied clock charge pump.
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Vo= V4= V,, both trajectories would overlap each other. The equivalent
resistances of the two designs, R,,; and Ry, should be equal. For a
pump design with high-amplitude pump clocks, it is not the equivalent
resistance per pump stage that is smaller. Rather, fewer stages are
needed in serial to reduce the total impedance of the charge pump.
Higher amplitude pump clocks at first hand do not allow the design
to operate at a faster frequency than a normal Dickson charge pump.
However, because it can transfer a larger percentage of charge with
higher potential elevation per pump stage, the performance of charge
pump is improved over the traditional approach. If the boosting capaci-
tance can be reduced due to better pump efficiency, the clock frequency
may be improved too. There are many great examples of charge pumps
using high-amplitude pump clocks. The simplest one involves the use of
clock doublers for clock generation, while keeping the rest of the pump
circuit unchanged. More details are provided in Chapter 7.

6.3 Regulation of the Pump

Regulation of the charge pump is one of the aspects in determining pump
performance. Pump output noise in regulation, accuracy of regulation,
power consumption, and layout size are partially affected by the style
of regulations. The following subtopics address these issues.

6.3.1 Resistive divider versus capacitive divider

Regulation is another important aspect of designing a charge pump.
Feedback and regulation are interrelated. Feedback is the process of
sampling the pump output potential and transferring back a control
signal to the voltage-generation circuit. Regulation involves using the

feedback signal to stabilize the output signal near the target level.’

Regulation schemes used by charge pumps can be generally divided
into two main categories: resistive dividers and capacitive dividers.
Of course there are still many other types of regulation schemes exist-
ing in industries, such as the Zener diode approach, etc. The analysis of
those schemes is not covered in this book. The interested reader should
consult other reference books. The approach used here can always be
easily extended to other schemes.

Figure 6-11(a) shows a generic representation of a resistive divider,
and Figure 6-11(b) shows a generic representation of a capacitive divider.
There are pros and cons for both schemes. For the resistive divider feed-
back scheme, the pros can be generalized into two points: First, it is
very simple in terms of implementation. The divided value, V4, is only
dependent on the ratio of resistors, R, and R,, as shown in Equation 6-13.
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Figure6-11 Resistive and capaci-
tive dividers.
v v
(@ ()

It is less susceptible to the variations of the process and the tempera-
ture. Second, the layout of the resistive divider can be relatively small in
layout area if a high sheet resistance material is available:

R
2 <V

divl R2 + Rl output

(6-13)

R
Voot = 1+—1—)><V.V
tput [ R2 divl

However, the cons for the resistive divider feedback scheme can also
be generalized into two points: First, the resistive divider always has RC
delay through the feedback path, as shown in Equation 6-14. Because
the resistor is used, it has parasitic capacitance associated with it. The
RC time constant causes a phase shift between the output and feedback
control signal. It makes the control of output regulation accuracy a chal-
lenge. Second, using a resistive divider always consumes DC power in
regulation. As shown in Equation 6-15, current is always flowing from
the output of the charge pump to the ground:

r lrce (6-14)

delay = 92 1™ parasitic

V.
output (6-15)

I .=
gulati
rgulation "R 4 R,
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The counterpart of the resistive divider is the capacitive divider. It
is based on the theory of conservation of charge and assumes that the
middle node between two capacitances can be initialized properly to 0V
when the output voltage also starts at 0 V in this analysis.

The benefit of the capacitive divider is the faster feedback control. In
the resistive feedback control, any AV change on the output node will
take time proportional to 1= RC for the divided node Vg, to respond. In
the capacitive divider feedback path, because the resistance associated
with each capacitance is generally very small, the divided node V., will
respond to AV change on the output almost instantaneously. However, the
cons of the capacitive divider are the accuracy of capacitance and the area
penalty. On a chip, there are many different types of capacitance. A few
of them that can be used are gate capacitance, diffusion capacitance, and
metal capacitance. All of them have an issue with the accuracy. Because
the final regulation level is strongly based on the capacitance ratio, as in
Equation 6-16, any change in the value of capacitance will cause offset to
occur. In terms of gate capacitance, such a chip has the highest capacitance
per unit area. The CV curve of any transistor can be divided into depletion,
inversion, and accumulation regions, as shown in Figure 6-12.

ViseoCo+ Vo — output)C =0
leZ(C "'C) Vouiputcl (6-16)

C,
Vvoutput [1+61')XV

With MOSFET gate capacitance, the effective capacitance between gate
and substrate varies with the MOSFET biasing conditions.® In order to
use the gate capacitance of the MOSFET for regulation purposes, we need
to consider capacitance, initial, intermediate, and final conditions. As
shown in Figure 6-12, this involves either avoiding the depletion region or
calculating accurately the effective capacitance based on the total charge

Accumulation Depletion = Inversion

104

C/Cyy Vep (V)
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stored in the entire operating range. However, the latter part is still not
a guarantee of accuracy due to process and layout variations.

Diffusion capacitance is another type of capacitance that can be found
on silicon. The calculations are given in Equation 6-17 and Equation 6-18.
The junction capacitance is a function of process and biasing voltage.
It is not suitable for regulation purposes either due to nonlinearity
characteristics.

o :—-—Vf" — (6-17)
5

R G DR

The last category is based on the metal capacitance. One of the draw-
backs of metal capacitance is the dielectric material thickness. It is common
for the field oxide thickness to be 10 to 20 times larger than the thickness
of gate oxide. The penalty is the layout area. A relatively large layout size is
needed for capacitance with some good accuracy. Another drawback is that
metal capacitance varies with the process. Dielectric material thickness
for the interconnection can vary easily more than +20%. The capacitance
varies from chip to chip and lot to lot. For a capacitive divider in general,
the parasitic capacitance of the interconnection could have a significant
impact in terms of the final regulation level. No matter how accurate the
post-layout RC extraction or the manual estimate of RC during design
phase, the final silicon can always require layout mask changes to take
care of offset due to any unexpected parasitic capacitance on real silicon.

6.3.2 Regulation controls

With the feedback signal available, how would the regulation scheme
control the noise on the output of charge pump? Many kinds of regula-
tors are available. For charge pump design, there are several commonly
used types in the industry.

The first type is the shunt regulator. This type of regulation is used
commonly when large output current is required from the charge pump.
The pump would be operating continuously. If the output exceeds the reg-
ulation level, the shunt path is turned on to discharge any extra charge.
If the output falls below the regulation level, the shunt path is turned
off, and the output can be continuously charged up by the pump.

The second type is the voltage regulator. Either an NMOS or a PMOS
device is used to connect the pump output and the actual load circuits.

v 3.
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from the pump output to the load circuit based on the feedback control
signal. This type of regulation is commonly used where the pump output
current required is low.

The third type is an on/off regulator. Whenever the pump output falls
below the regulation level, the pump is turned on to deliver charge to
its output. Once the regulation level is exceeded on the output node, the
feedback control signal turns off the pump and stops the supply. This
type of regulation targets low pump output current design.

6.3.3 Noise control for regulation

In addition to the regulation schemes mentioned so far, one more factor
should be considered regardless of which regulator is chosen. The noise on
the output of the charge pump near regulation definitely depends on the
feedback control and the regulation speed. This is similar to the implemen-
tation of any other analog circuits. However; for the charge pump design
specifically, a large percentage of this noise is due to the imbalance of output
power of the charge pump and the active load power consumptions.’

For example, charge pump operation has two phases: ramp-up and regu-
lation. When a high-voltage pump is in ramp-up phase, it needs to charge
up the decoupling capacitance (plus parasitic capacitance) as well as supply
the active load current and regulator current (if any). In regulation phase,
the pump needs to supply leakage current, regulator current, and active
load current. The difference in power consumption between these two
phases is the DC current used to charge the decoupling capacitance.

Ripples are minimized if the pump output power and the power con-
sumed on the output node can be balanced. During the ramp-up phase,
the pump is operating at full strength. It requires the output to reach
the regulation in the required output settle-down time. Once the output
approaches its regulation level, either part of the pump boosting capaci-
tance, the clock driver strength, or the clock frequency can be adjusted
dynamically to scale down the power of the pump in regulation to match
the magnitude of power consumed. If mulitiple regulation levels are
needed by design, the pump capacitance, clock driving strength, or clock
frequency can be adjusted accordingly to allow the pump to always
deliver the power just consumed by the output. This technique should
always be considered first over other approaches.

6.4 Power Consumption versus
Pump Performance

Up to this stage, all the topics covered so far are about how to design
the charge pump to maximum its output power capability. There is no
mention of the power consumption of the charge pump itself. As hand-
held devices have proliferated in consumer electronics, the demand for
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low-power or power-efficient design has been strong. Devices need to
deliver higher performance, occupy smaller die size, and even consume
less power. This presents many challenges for pump designs. The power
consumption issue is even more serious for low-voltage supply design,
such as when the chip supply migrates from 5V to 3 V, or from 3 V to
1.8 V. So how does one reduce the total power consumption of the charge
pump? To refresh your memory, let us look at pump I-V characteristics.

Figure 6-13 shows the load line for a charge pump. Treating the charge
pump as a black box, as shown in Figure 6-13(a), when we look at the
charge pump output port, the Thevenin equivalent circuit of the charge
pump can be represented by Figure 6-13(b). It acts as a battery with
supply voltage V.., and with internal impedance R,,. The I-V character-
istic of the charge pump is plotted in Figure 6-13(c). The load line of the
charge pump can be generated by sweeping a voltage source on the output
of charge pump and measuring the current going through the voltage
source simultaneously. This is the I-V characteristic of the charge pump.

Figure 6-13(c) shows three I-V curves representing three different
pump designs. Each point on the curves represents an operating point
of the pumps. At the specified regulation voltage, V., three curves
give three different output currents. Curve 3 has the largest output
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Figure 813 The load line for a charge pump.
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current, whereas Curve 1 has the lowest output current. The slope
of the pump I-V curve depicts the output impedance of the charge
pump. This slope for the Dickson charge pump can be described using
Equation 6-19.

n .
Rs = m (6—19)

The efficiency of the charge pump is inversely proportional to the
impedance of the charge pump. From the architecture point of view, if the
number of pump stages can be reduced to meet the same design require-
ment, this results is less parasitic capacitance along the stages, less volt-
age drop due to threshold voltage through each stage, and lower pump
impedance. This means that more charge can be used to do the work on
the output. Fundamentally, to have less power consumed, the V; can-
cellation scheme is preferred over the Dickson charge pump approach.
A higher pump clock scheme is preferred over Dickson’s charge pump
approach, too. Therefore, it is important to choose the pump architecture
in the early stages of the design.

Next let us review the effect on the I, current of the charge pump from
the approach of using a faster pump clock and a smaller pump capaci-
tance. In the earlier chapters, the goal was to achieve the smallest die
size for the pump design. One approach is to increase clock frequency
and reduce pump boosting capacitance. However, this optimization can
cause the pump power consumption to increase. Figure 6-14 shows the
last stage of the charge pump on the left, with its associated waveform
near regulation level on the right.

As the clock switches from 0V to V4 to pass additional charge to the
output through the diode-connected NMOS, the pump output is boosted

higher by AV in Figure 6-14. This change allows the output voltage shift

from point a, to the point that just exceeds the regulation, to point 5.
By discharging the output through either active load current, leakage
current, or regulation current, the output is brought down from point
b to point c. Then the previously described operations of charging and
discharging repeat in regulation. As shown in Figure 6-14, the charge
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Figure 6-14 Impact of smaller pump capacitance on I .
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transferred to output between point @ and point & is AQ = C x AV. The
amount of time it takes to discharge the output from point b to point ¢
is given in Equation 6-20.

Itota'l Iacﬁve + Iregulaﬁon + Ileakage

The power consumption of the charge pump is inversely proportional
to the pump output discharging time between point b and point ¢. To
reduce the overall pump power consumption in operations, the pump
should be active less frequently. The first factor in Equation 6-20 that
could increase ¢ is AQ. AQ is the total charge being transferred in one
clock cycle. The product of AQ = C x AV is one of the factors that deter-
mines how frequently the charge pump will be turned on in operation.
The larger the amount of charge transferred in a fixed period, the
longer the pump can stay idle and save power. However, the goal of
pump design is to have a smaller layout area and run the circuit at a
higher clock frequency. At regulation level, AQ dumped to the output
by this design approach would be smaller compared with the other
approaches. If I is unchanged, the designer might not be able to achieve
the smallest die size while minimizing the I, of the charge pump at the
same time. The tradeoff between the size of the charge pump and the
power consumption of the charge pump must be decided.

Now on to the second factor concerning I. On the output of the charge
pump, there are three current components: active current I ..., regula-
tion current I g ati0n, and leakage current Iy, .. The active current and
leakage current are components that probably cannot be changed. Once
the design architecture is fixed, I, and Lepoge are determined fixed
by the operation. The leakage current discussed here is mainly due to
reverse-biased junction leakage. The only component left is I,epyation-
We discussed the regulation schemes earlier in this book. The benefit
of the capacitive divider feedback is significant here because there is
no DC current through the regulation path. This scheme is the best for
reducing the extra component I c,uation.

How about resistor divider regulation? The resistor divider has many
benefits: ease of implementation, dependence of the output regulation
only on the resistor ratio, and less temperature variation or process
variation impacts. One of the key drawbacks is the DC current through
the regulation path. Is it possible for a design to have the benefit of
using the resistive divider feedback scheme but not at the expense of
the power consumption issue? The answer is yes.

Figure 6-15 shows a generic charge pump with resistive divider feed-
back regulation. The sampled voltage is compared with the on-chip band
gap reference voltage V. The comparison result is then used to enable
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Figure 6-15 Resistive divider feedback regulations.

for regulation control. Figure 6-16 shows the output waveform of the
charge pump in regulation. The frequency of the pump being enabled
is a function of the load current, as shown in Equation 6-21. Because
the active load current and the leakage current cannot be reduced via
design technique after architecture is fixed, they are not of concern
in this discussion. The only current of interest here is the DC current
through the resistor chain:

1
=7
4
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Figure 6-16 Pumping frequency in regulation.
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Figure 6-17 Modified resistor divider feedback scheme.

Figure 6-17 shows the modified resistor divider feedback scheme. As
shown in the diagram, an additional high-voltage switch connects the
output node to the resistor divider chain. In operation, as long as no cur-
rent load is connected to the pump, or if the pump output reaches regu-
lation level, the switch shown can be turned off, as well as the charge
pump. The DC current path between the output node and the ground
node is disconnected. With the output node left floating, two scenarios
can occur: First, the active current is negligible. Second, the active cur-
rent is larger. If the active current (plus the leakage current) is negli-
gible, the output of the charge pump may be left floating for the duration
of the operation as long as the error on output voltage can be tolerated.
If the active current is large, the regulation and the pump should be
turned on at a predetermined frequency. Enabling the charge pump
and regulation path allows the regulation level to be maintained on the
pump output again. By reducing the DC current through the resistive
divider, the frequency of the pump being enabled can be minimized, as
well as the overall active pump power consumption. The switch in the
diagram can be implemented by either NMOS or PMOS. The insertion
point can vary depending on the operation requirement.

6.5 Charge Pump Area Efficiency

Sometimes designing a smaller charge pump does not necessarily mean
the pump boosting capacitance per stage needs to be the smallest in
size overall. The total area of the charge pump includes pump capaci-
tance per stage, diode-connecting successive stages, and the peripheral
supporting circuits. To make the pump capacitance small, one of the
approaches is to speed up the charge pump clock frequency. While the
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Figure 6-18 Pump layout area
versus pump frequency.
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clock frequency is increased, many supporting circuits have to be sized
up to meet the high-speed operations. With the increased device sizing,
the area consumed by transistor spacing, gate spacing, and routing
area and spacing can increase proportionally. The area efficiency versus
pump clock frequency is described in Figure 6-18.

Initially, as the pump frequency is increased, the total area of the pump
layout should decrease. As the percentage of the overall capacitance
decreases, the gain of area reduction is reduced while the frequency
is increased. The most optimum frequency should be f;, as shown in
Figure 6-18. At this operating point, the circuit gives the best over-
all layout area. If the pump frequency is increased further, the extra
layout area consumed by the larger device size, spacing, and routing
would erode the gain from the reduction of the capacitive area. The
overall layout area would increase as the frequency increases for > f,,.
Determining the optimum clock frequency, f;, is difficult. Trial and error
helps determine the optimum combination of the frequency and area.

6.6 Layout Requirements for Pump Design

Like many other analog circuits, charge pump performance is strongly

dependent on layout. A designer can simulate the charge pump cir-

cuits drawn on the schematic with all the simulations shown to 100%
satisfaction, but the real silicon may not function at all. Charge pump
designers not only have to think about the circuits and simulations, but
they also have to estimate the impact from the physical placement of
capacitance, interconnections, and signal routings. Usually the physical
layout of a charge pump requires a joint effort from both the design and
layout departments concerning placement and routings.

Ideally, modeling every aspect of circuit components on the real silicon
is desirable. However, in reality too much detailed modeling can distract
the attention of the designers and lead to a very long simulation time. It
is recommended that designers model only the necessary components.
Designers should simplify the modeling as much as possible and always
understand the tradeoffs, while using a keen sense of judgment to opti-
mize the key parameters. Let us look at what layout factors should be
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6.6.1 Parasitic capacitance

Parasitic capacitance is the unwanted capacitance associated with a
physical design. It is “unwanted” because it may not be foreseen in
the initial design phase. Normally the size of the circuit blocks, the
distance the signals will travel, the layers of metals used, and the sig-
nals that will be routed nearby are not obvious at the beginning. The
exact information cannot be extracted until the final physical layout
is completed. For example, suppose a 5-stage charge pump is being
designed, and each stage has an identical boosting capacitance of 10 pF.
Unless the designer has estimated the parasitic loadings and put them
into the schematic, the schematic view of the pump will have zero para-
sitic capacitance. On the physical layout, 10 pF may be drawn in the
size of 50 um x 50 um. For the interconnection between stages, the wire
distance could be 50 um long or it could be 100 um long. The exact infor-
mation is not available in the early stages of the design.

Some parasitic capacitances have a greater impact on design.
For example, the interconnection between stages should be as small as
possible. This parasitic capacitance acts as extra loading in each pump
stage and takes the charge away. If it became a larger percentage of
the total boosting capacitance than expected, the pump efficiency will
suffer. Another example of bad parasitic capacitance is associated with
the boosting gate in the 4-phase charge pump design. The conduction of
the transfer device is strongly dependent on how high the gate voltage
can be coupled up. The size of the boosting capacitance for the gate is
typically small. Any additional capacitance added to the gate will reduce
the coupling efficiency and impact the circuit performance.

Figure 6-19 shows a cross-section view of a two-layer metal process
and the associated parasitic capacitance. M, is the top metal layer,
and M; is the bottom metal layer. The middle M; signal is the focus of
the discussion. M, is normally used for local connections between poly,
substrate, and M,. On most occasions, M, passes over the P-substrate
separated by field oxide.
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The first component, C,, is described in Equation 6-22 as the parallel
plate capacitance per unit length between M; and the P substrate. The
cross-section view of this structure is shown in Figure 6-20:

Cp =8, X W) T (F,) (6-22)

The second component is Cyqe, as shown in Figure 6-21. It is actually
made of three components, as described by Equation 6-23. The final size
of Cg4 is given in Equation 6-24:

leml =g x Height(m, )/ Space(m,) (6-23)

Cy(m, ) fringing capacitance from M, to P substrate

Cfg (m,m,) fringing capacitance from M, to M,

C

side

=2[leml +Cfg(m1,sub)+cfg (m;m, )] (6-24)

Modeling of the exact fringing capacitance is very difficult. There are

various approximation formulas to calculate fringing capacitance based
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Figure 6-21 Side wall and fringing capacitance of M, signals.
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on different simplifications. However, for real layout with various pat-
terns, it is a difficult job to look at every layout pattern in detail. It is
recommended that the designers find a method they feel most comfort-
able with in practice, try it, and refine the estimation with real silicon
results. 3-D extraction software is available for sub-micro post-layout
analysis. It is a good practice to do a post-layout analysis and compare
the derived result with the one with initial parasitic estimates.

6.6.2 Miller effect (parasitic capacitance)

Bad parasitic capacitance would degrade the pump performance from
the initial design target. Sometimes this effect can be amplified due to
the nearby signals and layout patterns.

On real silicon, there are many occasions of group of signals where one
signal is switching in one direction and the neighboring signals switch
in the opposite direction, as shown in Figure 6-22(a). Let us analyze the
effect of capacitance as seen from the middle node, signal b. It is better to
analyze the circuit for the charge point of view. As shown in Figure 6-22(b),
there is a single capacitance of C, and two nodes of the capacitor are
connected to n, and n,. Assume n, is switching from 0 to V., and n, is
switching in the opposite direction, from Vg, to 0, simultaneously.

As shown in Figure 6-22, the static capacitance between node n; and
nyis C. Dynamically, if two nodes of the capacitance switch in the oppo-
site direction, the equivalent capacitance seen from either node would be
doubled. The derivations are given in Equation 6-25 and Equation 6-26.
This phenomenon is called the Miller effect. From the charge point of
view, the total charge needed to charge up the capacitance on the middle
node is twice the amount compared with the case where one terminal

a b c
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Figure 6-22 Miller effect of capacitance.
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is held at small signal ground. To express this another way, if viewed
from node n,, as node n, swings in the opposite direction, there would an
equivalent capacitance of 2C connected between n; to the small signal
ground. In pump design, a lot of clocking signals are used. Many of them
have to be routed to many different blocks. Without careful planning, the
equivalent parasitic capacitance seen by any clock driver could be easily
doubled in real silicon. This would cause a performance downgrade.

I =C a(‘inl _an2)
eq

of
-C a(Vdelta - (—Vdelia )
ot
(6-25)
_C 8(2Vdeha)
of

B oV,,..)
= (2C)——at

C,=2C (6-26)

eq

6.6.3 Junction capacitance

Another simple but not very obvious layout technique is shown in
Figure 6-23. Figure 6-23(a) is a schematic view of an NMOS device with
a width equal to 2W;. The source of the NMOS is connected to V, and
the drain is connected to the output “Signal.” Two different layout views
are compared in Figure 6-23(b) and Figure 6-23(c). Both of these would
pass LVS (layout versus schematic comparison during tape-out process)
because both of them match the device dimensions between the layout
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view and the schematic view. However, one layout is definitely better
than the other. In Figure 6-23(b) and 6-23(c), the gate of NMOS tran-
sistor is drawn with two legs of ploy. Each gate has a width of W;. The
difference between the two layout views is which junction in the layout
is connected to the output “Signal” and which junction is connected to
the power supply. In Figure 6-23(b), the junction located in the center is
connected to the power supply V.. The output signal is connected to both
left and right junctions of the device. In terms of junction capacitance,
this can be divided into two components: Cjs,, and Cigy,. Cis, is the sidewall
capacitance of the junction toward the well (or substrate). It is propor-
tional to the perimeter of the junction. Cj,, is the area capacitance of the
junction toward the well (or substrate). It is proportional to the total area
of the junction. The cross-section diagram for the junction capacitance is
shown in Figure 6-24. C,, and Cj;, are differentiated in this figure.

In Figure 6-23(b), the total junction capacitance connected to V, is
given by Equation 6-27, and the total junction capacitance associated
with the signal is given in Equation 6-28. The sidewall capacitance
between the junction and the gate is not counted in the calculation.
Because a channel is formed in between, L is not counted toward the
calculation in terms of sidewall capacitance. Comparing the difference,
the signal side junction capacitance is more than double the total capaci-
tance associated with the power signal.

Cb1 = C(side wall) + C(substrate)
(6-27)
=stwX2XS+stubXSXL

C,, = C(side wall) + C(substrate)
(6-28)

=2x[stw><(2><s+L)+stub><s><L)]

Let us examine the junction capacitances in Figure 6-23(c). The total
junction capacitance on V,, is given by Equation 6-29, and the total

Cigw o= Perimeter (L + 2S)

PR stub o Area (L X S)
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junction capacitance on the output node Signal is given by Equation 6-30.
In general, the parasitic capacitance on power net is good capacitance.
Capacitance associated with power supply lines is for decoupling pur-
pose. It can filter out the power supply noise. On the other hand, the
parasitic capacitance associated with signal nodes is bad. It introduces
extra delay in signal transition as well as higher power consumption for
the charging and discharging of unwanted capacitance. If possible, the
mask designer should always choose the approach in Figure 6-23(c) over
that in Figure 6-23(b). The designer should also keep checking the layout
to minimize any unwanted parasitic capacitance on all internal nodes of
the pump.

C, =C(side wall) + C(substrate)
¢ (6-29)

:2x[stw><(2><s+L)+stub><s><L)]

C,= C(side wall) + C(substrate)
¢ (6-30)

=C. x2xs+C. bxst
jsw jsul

6.6.4 Improving layout efficiency per unit area

To minimize the total layout area occupied by the capacitance and cir-
cuits, design techniques can be used to improve pump efficiency. On
the other hand, careful placement and routing of signals can also help
reduce the unwanted parasitic capacitance. Smaller parasitic capaci-
tance allows for a smaller charge pump. In addition to the two methods
just mentioned, an additional method may be used at no extra cost.

Normally capacitance is built based on the gate capacitance. Gate oxide
thickness on silicon is usually 1/10 ~ 1/20 or even less than the thickness
of the field oxide (or field dielectric). That is why the boosting capacitor in
the charge pump is usually built over thin gate oxide or thick gate oxide
devices. One of the great layout techniques can be used for free. If gate
capacitance can be used, why not utilize the dielectric material vertically
above the gate to achieve better utilization of the silicon area?

Figure 6-25 shows one example of how to build extra capacitance verti-
cally above the gate area. In this example, two metal layers are available
in the process. The main component of the capacitance is the gate capac-
itance between the poly silicon and active area. The source and drain are
connected together by M, in the diagram. As shown, M, lines connecting
source/drain overlap the poly silicon gate. In addition, the poly gate
is connected to M,, which overlaps the source/drain M; lines under-
neath. If we consider the dielectric material between M,/polysilicon
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Figure 6-25 Improved capacitance layout.

and My/M,, the additional capacitance added over the same active area
overlapped by polysilicon can be roughly estimated as follows:

T:)x (ml / pOIY) + 1-:)}( (mZ /ml )

ratio=
T, (poly/AA)

x100% (6-31)

If the gate oxide thickness is 100 A, the thickness between M, and the
poly silicon is 1000 A, and the dielectric thickness between M, and M,
is 1000 A, using Equation 6-31 we can estimate that nearly 20% more
capacitance can be achieved over the same gate area. If the process
allows more metal layers; then the ratio in Equation 6-31 could be fur-
ther increased. The previous assumption is based on pure parallel plate
capacitance between nodes. If fringing capacitance is more dominant
than the parallel plate capacitance, the layout can be changed in a little
bit different way to achieve an even greater benefit.

In Figure 6-26, the layout pattern is changed a little bit to allow a
larger fringing field component to be realized. N; and N, nodes are

Ny N,
|
L_
N, N,
M; Layer M, Layer

Figure 6-26 Serpentine layout technique.
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both laid out in M; and M, layers. Unlike in Figure 6-22, N; takes only
the metal 1 layer and N, takes both the poly and metal 2 layers. In
Figure 6-26, both signals are laid out using identical layers. The forking
patterns are used between these two signals at each one layer. When
moving to the upper metal layer, the pattern is swapped between these
two signals. For each segment of the signal, the neighbor segment is
always associated with the other node of the capacitance. In practice,
this layout pattern could yield more capacitance per unit area than a
simple parallel plate capacitance.

6.6.5 Well resistance

In pump design, large size capacitors are often encountered. When the
capacitance is drawn on the layout, the effective capacitance may not be
the same as what is expected in simulation. For example, assume that
2000 pm® NWCAP (n-type well to poly capacitance) capacitance needs
to be drawn. If the height of the poly drawing is limited to 20 pm, then
the width of the poly must be drawn 100 pm wide. This layout drawing
is shown in Figure 6-27.

If the layout is translating a 2000 pm? NWCAP into a 20 um x 100 pm
poly over the active area, as shown in Figure 6-27, there is a problem
with the device on silicon matching the original design expectations. If
a 2000 um” NWCAP is instantiated in the schematic, the SPICE model
would probably treat it as a normal transistor with L = 20 ym and W =
100 pim in an ideal situation. In reality, the mismatch between simula-
tion and silicon are due to poly resistance and WELL resistance.

Figure 6-28 is a cross-section view of NWELL capacitance. Because
NWELL capacitance is operating in the accumulation region, the charge
needs to be supplied from NWELL TAP to the substrate underneath the
gate. Al NWELL TAPs are connected together and are of equal potential.
However, the surface potential of the NWELL underneath is not equal.
There is potential difference between nodes near and far away from the
NWELL TAP due to the NWELL resistance.

Poly NWELL
L3
A ['4
2 O -
L___‘___—I 2000 um* —» 20 um 100 pm .
B /;l h 4
weaiTep | D OO OOOOOO

Figure 6-27 Large capacitance layout.
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NWELL

Figure 6-28 Cross-section of NWELL capacitance.

On the other side of the NWELL capacitance, the poly gate is contacted
at one side. If the poly can be dissected into a group of parallel polygons,
then the gate resistance can be easily visualized, as shown in Figure 6-29.
The potential voltages near the gate contacts and far away from the gate
contacts are not at the same potential. The capacitance is a simplified
view of two individual nodes being separated by dielectric materials. Those
two nodes are reduced from any shape of the surface if equal potential
bappens. If in reality the condition for equal potential does not hold, the
actual effective capacitance will be smaller.

As shown in Figure 6-30, a simplified capacitance (@) in a real layout
should be represented by the capacitance with two resistors in serial,
as shown in (b). Depending on the clock frequency on 7,/n, and the
RC time constant, the equivalent capacitance could be very different.
Let us review two extreme cases to see how resistance could impact the
equivalent capacitance on real silicon.

In the first case, if RC < Ty, then within one clock cycle almost 100%
of charge can be propagated and accumulated over the two plates of
the capacitance. There is no degradation of efficiency for charging and

[ Pogy NWELL

p
i

00 pm:

Oooon0

*Tooo

Well Tap

Gate
Contact

Figure 6-29 Poly gate resistance.
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iy

"o Figure 6-30 Capacitance with

resistance in play.

¢
b

@

discharging of capacitance. That is why the value of the effetctive capaci-
tance is close to the given capacitance, as shown in Equation 6-32.

c_=C
! (6-32)

Qu=C,V=CV

In the second case, if RC = T\;4./2, then the effective capacitance across
the nodes would be different from the capacitance specified. As shown
in Equation 6-33, if RC is equal to the half clock cycle period, then only
63% of the charge can be transferred at end of the clock cycle. The
equivalent capacitance in this case is only 63% of the given value.

V()=V x(1-e¥EC)

Vi . /12)=Vx(1-e1)=063xV
(o (6-33)

Qi =V e / 22X C=(083xC)xV

C,, =063xC

This is a very critical point in circuit design and layout planning.
Choosing the correct clock frequency and determining the miniml.u'n
repeating unit of drawn capacitance play critical roles in the real sili-
con performance. In pump layout, two approaches can be used. Th.e
first approach is to determine the minimum layout unit of the capaci-
tance. Any large size capacitance would be broken down into groups of
minimum units to avoid large resistance in gate or in substrate. The
second method involves having open holes in the middle of the drawing
layer to allow metal contacts to be dropped over the layer of interest to
reduce the serial resistance. Both methods should work effectively on

real silicon.
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6.6.6 Critical signal width

Charge pump performance can be impacted by wire RC delay. In the
designing phase, it is important to estimate the routing distances of
these critical signals. Based on the estimation, it is easy to plan the
interconnection layer and the dimensions for the signals.

So how does one pick the right interconnect layer for the signals? How
does one determine whether the width of the signal can meet the design
requirements? With a given process, the sheet resistance and unit capaci-
tance for different materials and different dimensions can be obtained. It
is common that the top metal layer processed at a later stage has smaller
sheet resistance compared with one from earlier process stages. The unit
capacitance is usually provided for many conditions.

It is common to choose two lower metal layers for local intercon-
nections within the layout blocks, such as using metal 1 and metal 2.
Then upper metal layers can be chosen for the global connection, such
as metal 3. The pump layout can be drawn as chains of repeated pump
units. The size of each unit is relatively small in terms of block width
and block height. The connection within the pump unit, that is the local
interconnects, can use metal layers with relatively high sheet resistance
and unit capacitance. Signals connecting globally should use a metal
layer with low sheet resistances. The clock signal’s drive pumps should
connect to all pump units, and the logic effort of the signal is very high.
Using top metal layers with low sheet resistance can reduce the signal
delay.

After the metal layers for the signals have been picked, it is important
to determine the width of the critical signal lines. How wide should a
signal be designed? Can we make it a minimum width to save some
layout area? For logic control signals that are not speed critical, it is
okay to adopt the minimum-width approach. This helps to reduce the
power consumption and total layout area. For analog signals that con-
sume AC/DC power, or for those that are speed critical, the widths of
the signals need accurate calculation. For analog signals that burn DC
power, we need to consider the current density of the interconnection
and the IR drop of the signal line.

For analog signal lines that carry a lot of current, the width of the
wire needs to be greater to counter the electron-migration problem. For
wires conducting high current, the electron flow will push around the
metal grains. Over a longer period of time, the metal wire will become
thinner. If the width of the metal wire is not large enough, the wire will
eventually be broken. Normally design rules provided by the foundry
will specify the maximum current density allowed for each metal layer
of a specified width. The designer needs to estimate the current density
for these critical paths conducting a high current and determine the
width of the signal line.
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Figure 6-31 Wire delay between node A and node B.

RC delay is another critical concern for sizing up thg width of critical
metal lines. Figure 6-31 shows a metal interco_nnectlon between node
A and node B in metal. The resistance of the wire from node A to node

B is given in Equation 6-34.

pL _[ P \7_ (6-34)
Rfotal = W - (th L= RsheetL

The thickness and the resistivity of the metal‘ are ﬁx.ed by process.
It can be seen that the resistance of the metal line is directly propor-

tional to L and inversely proportional to W. .
In Figure 6-32, the cross-section view along the width of the metal

wire shows how the electric field lines terminate on the substrate. In.
Figure 6-33, the wire capacitance can be simpliﬁe.d into twq components:
the parallel plate capacitance, Cy, and the fringing capacitance, Cy, on

both sides.
As shown in Equation 6-35, Cy,; is proportional to the length of the metal

wire. In terms of wiring delay, it was calculated by 7 in Equation 6-36.

= C1 + 2C2
=C. L+Cy it 1engin L (6-35)

Cotar
Coter = Crunit tengtn
Coa=C L

= “unit, length

T=Ry ¥ Cotan
1= (R oo L) (C i tomgin L) (6-36)

2
T= [Rsheet (Clunit_length + CZunit_length )]L

Figure 6-32 ' Wire parasitic’
capacitance.
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| l C;: Paraliel Plate Capacitance
C = ¢ = G - .
—’7 C,: Fringing Capacitance

Figure 6-33 Simplified model of wire parasitic capacitance.

If the distance (L) between node A and node B is fixed by placement,
can the delay through the metal wire be reduced by increasing the width
of the wire? Let us assume there are two wires of the same length (L).
One has width W and the other has width 2W. The time constant of the
first wire with width W is given in Equation 6-37. The time constant of
the second wire with width 2W is given in Equation 6-38.

7, =[R

'sheet (Cl C. )]L2 (6-37)

unit_length 2unit_length

R
Ty = l: ; t (2clm1it_1ength + CZmﬂt_length):l r

1 (6-38)
2= [RSheet (Clulﬁt_length + 9 C2u.nit_1engthj:| r

Comparing 7; and 1,, 7, is less than 7;. From a physics point of view,
on the one hand, if the width of the wire is increased, the associated
resistance would decrease proportionally with the width. On the other
hand, increasing the width of the wire increases the parallel plate
capacitance C; proportionally. C, is the component that is not changed
with the width change. The total capacitance of the wire is increased at
a slower rate compared with the rate of wire resistance being reduced.
As shown, the delay through the wire can be reduced by increasing the
width of the metal line.

A pump requires coupling capacitance to be driven by clock signals and
transfer the charge within a given clock cycle. Because the equivalent
capacitance seen by pump clocks is very high, it is important to design
the clock signal with a proper layer and appropriate width to meet the
frequency demands of the pump design.

6.6.7 Clock buffering

Clock signals need to be studied. As the chip size becomes larger,
and power supplies trend down, the clocks used by the charge pump
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«/DelayA

Figure 6-3¢ RC delay of a wire.

g

need to be buffered. As seen in the RC delay equation of the wire, 7 is
proportional to the second power of the wire length. If the length of
the wire is doubled without any other parameters being changed, the
propagation delay through the wire from one end to the other will be
quadrupled. This relation is plotted in Figure 6-34.

This is alarming for pump design because it has tended to run at
higher and higher clock frequencies. As shown in previous section,
Critical Signal Width, widening the width of the signal line would help
reduce the point to point delay. However, the improvement is limited.
To conquer this delay issue, clock signals need to be buffered. Serials
of buffers must be inserted along the signal path and gradually sized
based on the load capacitance. There are two benefits of clock buffering.
The first one is a reduction in wire RC delay. Instead of the square rela-
tionship between delay and wire length, the delay would grow linearly
with the length of the wire. The second benefit is a reduction in the
crossbar current in signal transition.

Figure 6-35 shows a model of the delay from node A to node B. The
first stage driver is an inverter of size 1x that has an intrinsic delay
of ;. It is driving a load inverter of size 100x. The interconnection is
a wire of length L. Figure 6-36 shows the simplified RC delay model.
The driving transistor can be modeled as R, and the metal wire is
modeled by © networking. Ci,.q is the input gate capacitance of the 100 x
inverter driver. Delay from node A to node B can be calculated using
Equation 6-39. As shown, 7, is composed of three products. What if a

1X 100X

L
AD@ - JBI>0
t; g

Figure 6-35 Delay in clocking.
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Figure 6-36 Simplified delay model.

_ driver of 10X strength is inserted in the middle of the wire, as shown

in Figure 6-37?

1 1 1
7 = Byee (Z Cwi.re] + (Rdrive + 'Z'RMJ(E Cwire] +(By TR )[i Core ¥ Cload)+ Ly

%, =By Co <R, Co +(Ryy +R.)C, 41, (6-39)

drive ~ wire Q" wire “wire load

drive ~wire

7, =Ry, ,C. +05R C,. +100R,, C, +100R C, +t,

. The delay from node A to node B with a buffer of 10X strength inserted
in the middle can be calculated using Equation 6-40.

1 1
Ty=-R, C. +=R_C._ +(Rdﬁve+—;—RmJ(lOCm)

12drivew1re8w1remre

R_. 1 1 R_. 1
T,=|~&el-C |4y-R (.  4|—dive,—p
Ty =Ty +Ty +2L,

7,=085R,, C,. +025R_ C_ +20R, C, +55R C, +2t,

' Cf)mparing the difference between 7, and 7, in Equation 6-41, T, is the
intrinsic delay through the inverter. As shown, with the insertion of a

1X 10X
A . L2 L2 100x

14 Ia lq

Figure 6-37 Simplified wire delay model after buffer insertion.
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10X buffer in the middle of the wire, not only i's the wire RC delay
reduced by half, but the delay to drive 100X load is also reduced.

Adelay =1, -7,

. (6-41)
=045R,, C,;. +0.25R, . C .. +80R,; C, +45K ;. C, -2,

Even though the purpose of this subtopic is to show thp 'importance of
clock and signal buffering, the actual process of buffer sizing Fmd place-
ment process can be followed from the previous chapter on logical effort.

6.6.8 Power bus and decoupling
capacitance .
" Power bus and decoupling capacitance are probably t:,he tW(') th11}gs
designers pay the least attention to. For example,'thfe chip specification
may state power supply V.. to be 3 V + 10% variation. For the worst-
case design, the designer would probably choose V., = 2.7 V. Now, past
experience from different sources may tell the. des1gr}er to have an
additional 0.2 V margin on the power supply for simulation. Eventually
the simulation condition would be set to V,, = 2.5V for all worst-case
simulations. For ground supply, it is common to set V. =0 V '

In reality, how much supply noise do designers need tc.) antlc}pat.e for
a safe design? How does one guarantee that the margin set in simu-
lation holds true in the real product? In order to answer thgse ques-
tions, it is important to understand where the power supply noise comes
from. Figure 6-38 shows a simplified view 9f a chip. Qn th_e left side
of the diagram is the package representation. The right side shows
the internal circuits connected to the power buses. On the package

Package Level Chip Level

2TV Active

| Circuits
1 C
. of
L, | TIS Ry
d

Figure 6-38 Simplified power dissipation diagram.
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level, a bonding wire connects to the pad. Bonding wire has self-
inductance, mutual inductance, capacitance, and resistance associated
with it. In this discussion, only the inductance of the pin is a first-order
parameter that concerns us. The other two parameters are secondary.
On the chip level, there are circuits to perform certain operations and
consume power. These have been lumped into I(¢), which is a funec-
tion over time. From the bonding pads to the supplies of the internal
active circuits, the power lines go through different metals, vias, con-
tacts, and so on. All these interconnections can be lumped into R
and R, as shown in Figure 6-38. A lumped decoupling capacitance, C,
is located between the internal V,, and V,, power lines.

Assume V. = 2.7V and V,, = 0 V are supplied from the system. If
there is no operation internal on the chip, there will be no large active
current flow on the V. or V; power buses. Therefore, the internal power
supplies should be at the same level as the external supplies on the
package level. The decoupling capacitance C should be fully charged.
The total charge stored on this capacitance is @ =2.7 C.

What if the chip is switching from standby into active mode? Because
circuits need to do their work and burn power, the charge would flow
from V. through the devices, and eventually be discharged to V.
To quantify the power consumption, we use the I(#) function to repre-
sent the current profile of all internal active circuits at any given time.
Let us analyze the voltage drop on the V,, power bus during active
operation. The V; power bus analysis can be calculated in a similar
fashion. Although the power bus is a distributed network of resistance
and capacitance, this discussion uses a simplified view to lump all the
power capacitance between node a and node d into C. The resistance is
lumped together into R, and R,... Kirchhoff’s current law applies to
both node @ and node &. They are summarized in Equation 6-42.

Nodea: I, =I(t) (642)

Node b: I =1, +1,

Two components contribute to the voltage drop from the external
supply (2.7 V) to the power supply node near the active circuits. The first
component is associated with the IR drop of the power bus. The second
component is due to the bonding wire inductance.

AL,

Vec =Vextema1 - a(t) - Ilecc
(6-43)
8(]1 _Is)
Vcc = Vextemal -L W - Ileoc
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As shown in Equation 6-43, the IR drop on the power bus due to
I,R,.. is unavoidable. The charge has to move from the V. pad through
the interconnect layers to the power bus near the circuits that consume
the current. The larger the chip, the longer the interconnect layers are
routed. The second component of the voltage drop is due to bonding
wire inductance. Faraday’s Law states that any change in the magnetic
environment of a coil of wire will cause a voltage (EMF) to be “induced
in the coil.” No matter how the current change is produced, the voltage
is generated in the direction to oppose the change of current. Because
all charge has to be transferred in from the bonding wire, the average
current consumed by circuits has to be same as the average current flow
into the chip supply, as shown in Equation 6-44.

I =I¢) (6-44)

2average average

However, the key to Faraday’s Law in this case is AD , which is the
gradient of current change through the inductor. The decoupling capaci-
tance C added between node a and node d is acting as a low pass filter
to smooth out the current change through the power bus’s bonding
wire inductance. The amount of charge needed by the active circuit still
passing through the bonding wire is 100%, but the change of current
amplitude over time is smoothed by the decoupling capacitance C.

Now let us revisit the topic of simulation margin for the power supply.
As you can see, the actual supply voltage shown near the active circuit
is different from the external supply voltage. The difference is given in
Equation 6-45.

AL, -1,)

it Sl 14 (6-45)
a(t) + Ileoc

AV, =L

This difference determines how much of a power supply simula-
tion margin a designer should adopt in circuit simulations. In order to
guarantee that on the silicon the power supply variation is not worse
than the value given in Equation 6-45, the layout of the power buses
on the chip have to meet two requirements. The first requirement is
the power bus width and length; the second requirement is the size of
the total decoupling capacitance allocated between the power buses
on the chip. Both of these consume die size. The best approach is to bal-
ance between IR drop and the inductive effect of the power supply pins
to minimize the overall die size. As long as layout engineers can follow
the power bus requirement and the decoupling capacitance requirement
provided by the designers, the pump design can assume the simulations’
conditions with the specified noise margins. Without this procedure,
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the simulations may seem reasonable, and the actual charge pump will
underperform on the silicon.

6.7 Conclusion

With the knowledge built over the previous five chapters, this chap-
ter provided details on how to design a better charge pump. Various
parameters are revisited with new perspectives, and the optimization
schemes for parameters are shown in intuitive fashion. Performance
improvement was discussed in detail with discussion in terms of design
architecture, device physics, circuit design, physical design and layout,
and system-level point of view. All the techniques introduced are practi-
cal solutions used by designers in the chip industry. This chapter should
have reinforced charge pump design skills for readers, and provide the
basis for more advanced discussion in later chapters.
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Chapter

Different Charge
Pump Architectures

In previous chapters, we discussed the basics of charge pump design and
the optimization of parameters to improve charge pump performance.
With all the information you have been given so far, it would be reward-
ing to analyze some of the practical charge pumps used in the industry.
By studying these designs, you can learn various practical techniques
for optimizing performance and the tradeoff between different param-
eters. Hopefully, an understanding of these architectures will trigger
new ideas and new ways of thinking.

7.1 The 2-Phase Positive Charge Pump—Revisited

The 2-phase charge pump is one of the most commonly used charge
pumps in the industry. Due to its simple clocking scheme and circuit
implementation, the design is less prone to failure on silicon. It has been
widely adopted by designers in practice.

The best example of a 2-phase charge pump is the Dickson charge
pump.1 It is one of the fundamental architectures for explaining pump
design in general. The Dickson charge pump can be divided into stages.
The structure of each stage is identical. Each stage operates in a similar
way. Figure 7-1 shows a schematic view of an N-stage 2-phase charge
pump. In each stage, there are only two elements: the boosting capaci-
tance (Cy,eg) and the isolation diode MOSFET transistor. Because it
is designed for positive high-voltage generation, NMOS is used. The
input to the first stage is directly connected to the chip power supply,
V... For consecutive stages, the input node is always connected to the
output node of the preceding stages.
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Figure 7-1 The 2-phase charge pump with N pump stages.

Figure 7-2 shows the clock phase for clk and clk, used by the
2-phase charge pump in Figure 7-1. It is common for clk and clk, to be
non-overlapping. The high phases of clk and clk, would never overlap
each other. The non-overlapping clocking scheme claims to allow higher
efficiency for charge transferring in each clock period. The boosting
capacitance in the charge receiving stage needs to be coupled low first
before the boosting capacitance in the charge given stage to be boosted
up to transfer the charge. In reality, clk, can simply be the inverted
output of clk. Using this approach, the circuit design is simple, and there
should not be any performance degradation.

Figure 7-3 shows the internal operations of nodes in the first pump
stage.

T%le characteristics of the charge pump are represented by two param-
eters given in Equation 7-1. As described in earlier chapters, the limita-
tions to the performance of the Dickson charge pump are the threshold

B
>

Jose = HT(Period)

Vooost [~ / \ T(Period) |
CLK /* \ J .

v
A

Vboost ________
CLKB / \
b {

Figure 7-2 The 2-phase clocking scheme.
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A
Voltage

Figure 7-3 Internal waveforms of N; and N,.

voltages of the diode transistor (NMOS) and the frequency limitation
on the pump clock that could be applied.

R=— "
e er,

(7-1)
C I

V =Y. —_— —_ — out _

out Vm+n[(c+cs)vclock Vtu (C_,_Cs)f;sc} th

The threshold of an NMOS device reduces the amount of charge that
can be transferred to the next stage. The efficiency of the charge pump
is immediately reduced due to the limitation. As the number of stages
increases, or the voltage on the internal nodes increases, the body bias
effect could further increase the absolute value of the threshold voltage,
V.. This pump architecture allows fewer and fewer charges to be trans-
ferred in the stages closer to the output. Due to the diode configuration
of NMOS and V,, the allowed pump clock frequency for operation is
limited by the effective RC delay.

Due to the limitations of the 2-phase charge pump, many new designs
have followed that target canceling (or reducing) the effect of V,, reducing
the effect of body bias of threshold voltages, or reducing the equivalent
resistance per stage. Those techniques could greatly improve the pump’s
efficiency. With these improvements, either the pumps can deliver more
current at the same-targeted regulation level with the same silicon area,
or they can deliver the same performance with less silicon area.
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7.2 The 4-Phase Positive Charge Pump .

In practice, the positive 4-phase charge pump”® is one of most com-
monly used charge pumps by designers. It is one of the best exsflm.ples' to
represent the V, cancellation scheme discussed earlier. The limitation
of the 2-phase charge pump involves the V; of NMOS diode connected
transistors. This design targets canceling the effect of V, to allow a full
transfer of charge between stages.

Through the introduction of additional bootstrapping circuits on the
gates of NMOS pass transistors, the gate voltage of NMOS pass transis-
tors can be boosted higher than the drain voltage. Under this condition,
an NMOS pass transistor is fully turned on and could allow drain and
source nodes to be equalized to the same potential during the charge-
transferring phase. The penalty of this design is the extra bootstrapping
circuits needed per pump stage and the additional routing area for two
new clocks and other wirings. The gain is the significant improvement
in charge transfer efficiency over the same silicon area.

Figure 7-4 shows the configuration of a 4-phase positive N- jstage
charge pump. In the first stage, beside the original boosting .capac1tance
C, and M, Cy; and M, are introduced. In the 2-phase clocking scheme,
only Clk, and Clk; are used. In this scheme, two additional clocks, Clk,
and Clk,, with different phases are added. Figure 7-5 shows the 4-phase
clocking scheme. Four different pump clocks with different clock phases
are used to drive the main boosting capacitors and the bootstrapping
capacitors in different stages. Clk; and Clk; are the main boosting clocks
used to transfer charge and elevate the potential energy of the charge.
Clk, and Clk, are the supplemental clocks that are used to facilitate the
charge transfer for Clk; and Clk;.

cu:2 Clk,

Cpa ’J_

my

ny

O—Ej oy ] s | = oven
13

n ny

cll Cy== C=—=
|| 1

Clk, Clk, Clk,
Stage 1 Stage 2 Stage N
Figure 7-4 The 4-phase positive N-stage charge pump.
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Figure 7-5 The 4-phase clocking scheme.

Because all pump stages operate in a similar fashion, we will look at
only the first stage of the 4-phase charge pump to describe the basic
operations of the 4-phase charge pump. The emphasis is on how charge
can be fully transferred between stages via bootstrapping techniques.
This also shows how the gates of NMOS pass transistors are shut off
properly in this scheme to act as diodes in the off phase to prevent any
potential reverse leakage.

In Figure 7-4, the first stage contains all the circuits connected in
between node 7, and n,, as shown in Figure 7-6. M, is part of the initial-
ization circuit, and C, is part of the second stage. They are included in
Figure 7-6 for the discussion of first-stage operation only. Let us examine
the devices in Figure 7-6 to understand their corresponding functions.

First, n, is connected to the source of NMOS M,. M, acts as a clamping
device or precharging device to n,. If at any given time the potential of
node n, falls below V. — V,, M, would be turned on. M, would pull up
the potential of n; until V,,, — V,= 0 for transistor M,. Due to this clamp-
ing device, the voltage at n; should be at least greater than or equal to
V.. — V, at any time.
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T the 4-phase charge pump.

Second, the main boosting capacitance, Cy, is connected between Clk,
and n,. This device is similar in function to the one in the 2-phase charge
pump. It has two purposes: The size of C; determines how much.charge
can be transferred from stage to stage per half clock cycle. Ignormg any
secondary effects, the size of this capacitance would partlal}y det.er-
mine the maximum pump output power. Also, C; acts as an isolation
device between Clk,; and n,. It allows the potential of the charge at n; to
be elevated if Clk, goes from low to high. As the charge moves from sta}ge
to stage, the potential of the charge is moved higher and higher, which
is similar as the operation of the 2-phase charge pump. If Clk; goes from
high to low, it allows C, to receive the charge from the preceding stage.
This is how the charge is transferred from stage to stage.

Third, NMOS transistor M; is connected between nodes n; and ny.
M, has a function similar to the diode-connected transistor used in
the 2-phase charge pump. However, the connection for the gate of M,
is different from the one in the 2-phase charge pump design. Node
n,, the gate of My, is not connected directly to the drain of M, as a
diode. Instead, the gate is connected to n, through a second NMOS M,
transistor. The purpose of this special connection will become apparent
as this chapter unfolds. .

Fourth, NMOS M, is connected between n; and n,. The M, gate is
connected to n,, which is the output of the first stage and input to the
next stage. M, is used to precharge n, in one half clock cycle and then
to discharge n, in another half clock cycle.

Fifth, an additional boosting capacitance, Cy1, is connected to g The
other end of the capacitance is connected to Clky, which is different
in phase compared with Clk;. This capacitance allovs{s node n, to be
boosted higher in the charge-transferring phase. This is the key to the
V, cancellation scheme. . '

The addition of M, and C,; allows n,, the gate of transferring device
M,, to be bootstrapped higher than its drain voltage during charge transfer.
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Higher gate voltage could fully turn on transistor M;. Once M, is fully
on to conduct, the effect is the threshold voltage of M, being cancelled.
The charge can be completely passed from 7, to n,. This is the key that
makes this design unique from other approaches.

We will analyze step by step the internal node operations to under-
stand the mechanism of the 4-phase charge pump. As its name states, the
4-phase charge pump uses four pump clocks with unique phases to drive
capacitance. As shown in Figure 7-6, Clk; and Clk; are the main pump
clocks used to drive the boosting capacitors C; and C; in two alternating
stages. Figure 7-5 shows the phases of Clk; and Clk; relative to each
other.

~ In general, Clk, and Clk, are opposite in clock phases. When one clock

is being boosted up to transfer the charge to the next stage, the other
stage is being coupled down to receive the charge from the preceding
stage. Not only are they opposite in clock phases, Clk; and Clk; must be
overlapped in high clock phases. As shown in Figure 7-5, whenever Clkg
switches from 0 V to V},,., Clk; would stay at Vi, for a short duration
before switching to 0 V. Similar operations occur during the rising edge
of Clk, and falling edge of Clks. This overlapping characteristic of pump-
ing clocks is one of the most fundamental requirements of the 4-phase
charge pump. Please note that Figure 7.5 exaggerates the amount of clock
overlap; in general, the clock overlap should be less than ten percent of
the total clock period.

The overlapping of the high phases of Clk; and Clk; has two func-
tions: One, it allows precharging of the gate of transfer device to a
certain potential before bootstrapping happens; two, it allows for the
discharging of the gate of transfer devices to prevent charge leaking
backward. In each pump stage, those two jobs are completed at different
half cycles of pump clock. Within the same half clock cycle, those two
jobs are completed at alternating stages of the pump. For example, if
stage 2 is precharging to n;, the gate of NMOS Mj, then stage 1 must be
discharging n, at the same moment. The other two clocks, Clk, and Clk,,
are associated with Clk,; and Clk,, respectively. Clk, is paired with Clk;,
and Clk, is paired with Clk,. In Figure 7-5, Clk, is pulsed within the
high phase of Clk;. Clk, is pulsed in the high phase of Clk;. Clk, should
not overlap with Clk, in high phase, and Clk, should not overlap with
Clk; in high phase either. Clk, is used to boost up the potential of node
ng, which is the gate of NMOS M,. Higher potential on the gate of the
transfer transistor allows partial or full V, cancellation during charge
transferring. Clk, serves a similar purpose for transistor M.

Figure 7-7 shows the waveforms of internal nodes 74, n,, and n, in
the first pump stage over two completed pump clock cycles. At time ¢,
Clk; went from 0 V to V},.. Node ny was coupled higher by capacitor
Cy. At time £,, Clk, was at 0 V. Node n, tried to equalize with node n,
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Figure 7-7 Internal node waveforms for a 4-phase charge pump’s first stage.

through transistor M,. Because both the drain and gate of M, were
at the same potential, this formed a diode-connected device. Even
though the voltage at node n, is being boosted higher than that of n,,
the charge could not flow backward from 7, to n,. This characteristic is
similar to the diode-connected NMOS used in a 2-phase charge pump.
At time ¢;, Clk; went from Vi to 0 V. Node n, was coupled down by
Clk;. The amplitude of voltage change on n, depends on the coupling
ratio, which can be calculated using Equation 7-2. C; is the size of the
main boosting capacitance. C,; represents all the capacitance refer-
ence to ground potential on node n,. It includes all capacitances—the
source/drain-to-gate overlap capacitance, source/drain junction capaci-
tance, and parasitic capacitance associated with any interconnection
on this node.

we_ Gy (7-2)

boost
C,+C
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At the same time, M, is still in conduction state. Node , stayed at a
higher potential than node ;. Node r,, followed node n, as it was coupled
lower. n, would be at a potential very close to that of ;.

Equation 7-3 proves that NMOS M; was still in the off state at time iy
No current was able to flow backward from n, to 7;. This state of opera-
tion is similar to the diode in the reverse-biased state. No conduction
will happen. In between time ¢; and #,, node 7, could not stay low after
being coupled down. n, has to take charge from the preceding stage. In
the first stage, the preceding stage is precharging transistor M,. It acts
as a diode-connected NMOS between V. and n,. M, tries to pull up n,
as long as it is conducting. V,, — V, should be the upper bound that n,
could reach during this period, as shown in Figure 7-8. For stages other
than the first stage, the current stage takes charge from the preceding
stage between time ¢, and ¢,.

V=V, =Vea =V, =V, =0-V,=-Y, s
V., ~V,<0

At time ?5, n, should reach approximately the level near V,, — V..
V} is the threshold voltage of the NMOS transistor M, with back-bias
applied. In between ¢; and ¢,, after Clk; goes low, Clk, would be pulsed
low to high while Clk; is still in high phase. There should be a delay
between the falling edge of Clk, to the rising edge of Clk,. The puls-
ing of Clk; allows the charges stored on n; to be transferred to ns. At
time ¢2°, Clk; switches from low to high. Node n, would be boosted up
by C;. The change of voltage potential (AV) is given by Equation 7-2. At
the time £27, Clks; is still at V},.y, which means n, will stay at a higher
potential than that of n,;. NMOS M, will precharge node n,, the gate of
M;. At this moment, Clk, is kept at a low phase. The maximum voltage
(n,) could be precharged as shown in Equation 7-4.

Vi

m2

(7-4)

Vmecharge =V-nl,boosted -

Figure 7-8 Clamping device used in first stage.
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The precharging of n, is only the first step for the V, cancellation
scheme. The overlapping of the high phase of Clk; and Clk; between #,
and ¢, is used for the precharging operation in the first stage. At £, Clk,
switched from V. back to 0 V. The voltage at n, was coupled lower
than the voltage at n;. The operation of NMOS M, changed from the
saturation region into the cut-off region. The charge stored on n, held at
the previously precharged level. There is no conducting path between. n,
to n,. Because n, was precharged to V,— V,, NMOS M, is probably being
weakly turned on for conduction. At this moment, some of the charge
could be transferred from 7, to n, through M.

At time ¢,, Clk, switched from 0 V to Vj,. Node n, was coupled
further higher by C,;. The only device that allowed node n, to be
discharged was M,. At ¢,, it was in cut-off state. The conservation of
charge on node n, should hold because the leakage current was smaller
for this operation. Because Cy; > C e m1 + Cme, node n, should be boosted
up by almost 100% of Vi, Which is the clock amplitude of Qlkz. In prac-
tice, the design should allow at least 80~90% coupling ratio in order to
make the V, cancellation scheme more efficient. The higher the ratio,
the better the transfer efficiency. However, as C;; becomes larger and
larger, the gain of efficiency is not proportional.

For 3 V and 5 V designs, it is common to use chip power supply
to provide power directly for the pump clock drivers. If V?c =3.0V and
V, =1V for calculation purposes, M; should be in conduction, as shown
by the derivation in Equation 7-6:

Vna,boosted = Vprecharge + Vboost = 3Vcc - VtmO - Vtm2 (7_5)
Ve )=Vt =Voaposed V1~ Ve =Vee = Vs — Vt,,=1V>0  (7-6)

In between ¢, and 5, the bootstrapping mechanism allows node n,
to reach a much higher potential, as given in Equation 7-5. Transistor
M, was in strong conduction with this higher gate bias, as given in
Equation 7-6. With these biased voltages applied, the charge can.be
quickly moved from 7, to n, until they are of equivalent poten.tlal.
As charge is being transferred, Vy, across M; is reduced over time.
Eventually the condition of Vi, < Vi, — V; hits. Crossing over this boundary,
M, switches from the saturation region into the linear region. Because
the gate voltage of M; was at n,, which is at a much higher voltage tha.n
the drain and source voltages of M;, the equivalent impedance of M; is
still much smaller than that of a pure diode-connected NMOS used in
2-phase charge pump design. ‘ .

Figure 7-9 shows the equivalent resistances of transfer devices used in
each pump stage for a 4-phase charge pump and a 2-phase charge pump.
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Figure 7-9 Equivalent resistance of a 4-phase charge pump and a 2-phase charge pump.

As charge is being transferred, Vy, is reduced. In a 2-phase charge pump,
the slope of the arrow in Figure 7-9 shows the trajectory of how I, would
vary with Vg, being decreased. In this plot V4, = V,, under all conditions
for 2-phase charge pump. It finally stops at the point where V,, = V,. If
the plot I;; versus Vg is used, curves associated with different Vs are
plotted. As the source voltage changes, the operating points jump over
different V, curves as Vy, drops. Connecting all the operating points
together Would be exactly as shown in the right portion of Flgure 7-9.

The stopping point of the IV curve is at Vg, = Vo = Ve

The slope of the curve at each operating pomt on the curve represents
the inverse of 2-phase pump equivalent impendance. As for a 4-phase
charge pump, the transition eventually goes all the way from the satu-
ration region into the cut-off region. Comparing the slopes of trajectory
In this region, it is obvious that with the bootstrapping gate voltage,
the equivalent impedance of the 4-phase charge pump is much smaller
than that of the 2-phase charge pump. Lower equivalent impedance
per pump stage indirectly proves that charge can be transferred faster
and more efficiently.

At ¢5, in Figure 7-7, Clk, switches from high to low. Due to the conser-
vation of charge at node n,, the voltage of n, is coupled lower near its
starting level at ¢,. Between ¢, and ¢, it is ideal for nodes n; and n, to
be charge-shared and equalized to the same potential. This phenomenon
is referred to as V, cancellation. The direct result is better charge pump
transfer efficiency per stage.

At ¢4, Clk; switches from low to high. This operation is similar to the
operation at time ¢,. Between ¢, and ¢;, n, has recovered fully by taking
the charge transferred from n,. At this moment, £2*, n, is boosted to
an even higher potential by capacitance C,. The charge stored on n, is
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elevated in potential and then is transferred to n; at a later time. Unlike
2-phase charge pump design, the charge here can be fully transferred
from one stage to the other in a half clock cycle with a little penalty. It
allows better charge pump efficiency to be realized. Better charge pump
efficiency allows for smaller boosting capacitance and possibly fewer
number of stages needed.

For 4-phase charge pump design, the equivalent resistance and the
magnitude of output voltage that can be reached can be calculated by
Equation 7-7. This formula is similar to the one used by the 2-phase
charge pump in Equation 7-1. However, there are some differences
regarding certain terms in Equation 7-7.

(7-7)

C V _ Iout
C+C,) %" (C+C)f,,

First, no V, term appears in Equation 7-7. With the bootstrapping, the
V, of the NMOS transistor is fully cancelled ideally. The direct impact is
that there is no more V, drop in charge-transferring phases. For example,
if V, of the NMOS is 1.0 V (ignoring body effect), a 5-stage charge pump
could have total 5 V drop along five pump stages. A 4-phase charge
pump allows the barrier of inhibiting charge transfer to be removed.

Second, the parasitic capacitance, Cj, is larger in 4-phase charge
pump design than that of 2-phase charge pump design. C; represents
the total parasitic capacitance on n, in stage 1. In a 2-phase charge
pump, C, is composed of wire capacitance on n,, one side junction and
the gate-overlapped capacitance of transistor My, and one side junction
capacitance and the gate capacitance of M;. In 4-phase charge pump
design, in addition to the terms given in a 2-phase charge pump, there
is parasitic capacitance due to Cy; layout, wiring capacitance of n,, two
side junction capacitance, and the channel capacitance of M,. This is the
extra penalty 4-phase charge pump design has to pay.

Third, pump clock frequency £, could be operated faster in 4-phase
charge pump design than 2-phase pump design. The equivalent RC
delay of the pump stage is much smaller for 4-phase charge pump
design. This factor is one of the main reasons that limit how fast the
charge pump can be operated.

Fourth, given the same clock frequency, because of less RC delay per
pump stage, a 4-phase charge pump can transfer charge much more
efficiently per pump clock cycle than a 2-phase charge pump.

i
|
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Ideally, the effect of the gain from V, cancellation, the gain from faster
clock frequency, and the gain from better charge transferring efficiency
will outweigh the penalty of extra area due to new devices and extra
routings. Several design concerns need to be watched carefully for a
practical 4-phase charge pump design.

The first concern involves the overlapping period of the high phases
of Clk; and Clk;. As discussed earlier, the overlapping clocks serve two
completely different functions. Both operations happen in alternating
stages at the same time or in the same stage at different clock cycles.
The first purpose of overlapping the high phase of clocks allows for the
precharging of the gate of the pass transistor for bootstrapping pur-
poses. The second purpose is to properly discharge the gate of the pass
transistor between stages to make it act like a diode. Without one or
the other, the 4-phase charge pump would fail. The minimum amount
of time needed for overlapping is based on precharging time, discharg-
ing time, the EC delay of those gates, clock skews, and the RC delay of
clocks. A minimum time margin is needed to guarantee a working design
on silicon in the worst process corner with the worst conditions.

The second concern involves the capacitance associated with the gates
of each diode-connected device, such as M; and Mj;. Figure 7-10 shows
the devices connected to node n, in the first pump stage. There are two
transistors, M; and M,, and one capacitor, Cy;, connected to n,.

The key to a 4-phase charge pump is to be able to bootstrap the gate
of the passing transistor high enough to fully turn on the transistor for
conduction. Effectively, the threshold voltage V, of the pass transistor is
cancelled. C,; is the main boosting capacitor. From its point of view, all
other capacitance associated on node n, to ground are considered load-
ing capacitances to Cy;. Those capacitors include the gate capacitance
of M, the junction capacitance of M,, and the single side gate/drain
overlap capacitance of M,. There are some other capacitances not shown
in thtzl diagram, such as the parasitic capacitance of the wiring of the
n, node.

Cp
iy
na
Figure 7-10 Capacitance associ-
ated with node n,.
my
nq Py
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After the precharging of n,, the additional boosting from Clk, to node
n, can be formulated using Equations 7-8 and 7-9.

C
Coupling ratio =——L 7-8
pling €._.+C.) (7-8)

load

V(delta)=V, % Coupling ratio

C’bl

=V —
boost X (Cl + Cbl)

oad

(7-9)

The coupling ratio from Clk, to n, is defined by Equation 7-8, which
describes the percentage of voltage swing from Clk, that can be trans-
lated to change of voltage on n,. Equation 7-9 characterizes all the load-
ing capacitances to ground seen by C,;. To achieve a good V; cancellation
effect, the boosting ratio defined by Equation 7-8 should be as large as
possible to couple almost the full amplitude of Clk, onto 7, to cancel
the V.. In practice, this ratio should be about 85%~90%. A higher ratio
ensures that up to 90%~95% of the charge can be transferred from n,
to ny, within the given half clock cycle.

One way to increase the coupling ratio is to make Cp; > Cy.q. A larger-
sized Cj, translates to a larger layout area. So, how do you determine
an optimum operating point with a reasonable size of capacitance
while maintaining the coupling ratio in a good range? In Figure 7-11,
the coupling ratio from Clk, to n, is plotted based on the relationship of
Cp1 and Ca. Cioaq is assumed to be 1x of the base unit capacitance. Cyq
varies from 1x to 50x of the base unit capacitance. The coupling ratio
is plotted against Cy;. As shown, if C,; varies from 1x to 5x of C,.q4, the
coupling ratio would change from 50% to 85% in Figure 7-11.

In Figure 7-12, the change of coupling efficiency versus the size of C,,
is plotted. As C,; increases, the rate of increment of the coupling ratio
drops. The coupling ratio would gain 16% if C,; changes from 1x to 2x.
As the size of Cj; increases further, the gain is reduced further. The
coupling ratio only increases 3.33% when C,; changes from 4x to 5x.
As the size of boosting capacitance continues to increase, the coupling
ratio levels off in Figure 7-12. As C;; changes from 9x to 10x, the size
of the capacitance increases by 11%, and the coupling ratio increases
only 0.9%. It is obvious from Figures 7-11 and 7-12 that a coupling ratio
near 85% would be an optimum choice for coupling efficiency and layout
area considerations.

C

load =

Cn )+ C(m,) +Cy (my)+Cy () (7-10)
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Coupling Ratio vs. Cp (with Cyy,q = 1%)
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Figure 7-11  Coupling ratio vs. boosting capacitance size.

Increasing the sizing of the boosting capacitance is one way to improve
coupling efficiency. Another way is to make Cj,,4 as small as possible. The
components in Cy,,4 are described in Equation 7-10. Each capacitance
should be individually optimized. For example, reducing the width of M,
would reduce the overall C;(M,) and C,4,, (My). Those two components
are proportional to the width of NMOS transistor M,. A layout technique

Efficiency vs. Cy;
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Figure 7-12 Coupling ratio efficiency change vs. boosting capaci-
tance size.
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should be used to share the drain or source to reduce the total junction
area. On the one hand, the width of M, has to be properly sized to allow
the delivery of charge within the half clock cycle; on the other hand, the
gate area of M, cannot be too large to cause an unnecessary increase of
Cy;. Overdesigning of M; would erode the die-size savings from applying
the 4-phase charge pump scheme. Special layout techniques could be
applied to change the wiring parasitic capacitance from loading capaci-
tance to a good coupling capacitance in parallel with C,;.

Compared with a 2-phase charge pump, a 4-phase charge pump has
much better pump efficiency and better area efficiency. There is a small
penalty due to the extra circuits needed per pump stage. Both design
and layout need special attention in terms of the overlapping of clock
signals and the parasitic load capacitance in the internal nodes.

7.3 The Modified 2-Phase Positive Charge
Pump with Doubled Pump Clock Amplitude

V; cancellation is one of the schemes that could improve the charge
pump’s efficiency. One of the best examples to explain this scheme is the
4-phase charge pump architecture discussed earlier. Another method to
improve the charge pump’s efficiency involves trying to reduce or mini-
mize the effect of NMOS V, on the charge transfer. Making V, a smaller
percentage of the amplitude of pump clock would serve this purpose.

vi
(7-11)
clock '

Loss=

You will recall Equation 7-11 from Chapter 6 (Equation 6-12). The
assumption is that boosting capacitance is significantly larger and that
the coupling efficiency is 100%. Full amplitude of the pump clock can be
coupled to the internal node in the pump stage to elevate and transfer
the charge.

In a 2-phase charge pump, the loss of efficiency per stage due to the
threshold voltage of the NMOS diode-connected device could be calculated
by Equation 7-11. In a 2-phase charge pump, as charge is being transferred
from stage to stage, one of the major losses of charge is due to the inability
to fully transfer the charge across the diode-connected device. There is
always an amount of AQ =V, x C,,4 trapped in the current stage that is
not able to pass the barrier of V,. For example, if pump clock amplitude
Vaoa: 18 3.0V, the V, of the NMOS transistor is 1.0V, ignoring the body bias
effect. The charge lost per pump stage would be 33.8% from the calculation
in Equation 7-11.

In Figure 7-13, an experiment is done to illustrate how much the thresh-
old voltage V, per pump stage could affect the charge transfer efficiency.
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Charge Transfer Efficiency vs. Number of
Stages in 2-Phase Charge Pump

Efficiency
100.00%
Stage  (Clock =3v) |— Efficiency (Clock = 3v)|

0 100.00% 90.00%
1 67.00% \
2 44.89% 80.00% \
3 30.08% 70.00%
4 2005% < \
5 13.50% & 60.00%
6 9.05% y \
7 606% & “000% \
8 4.06% £ 40.00%
9 2.72% A | \

30.00% \

20.00% \
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0.00% . 1 , :
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Figure 7-13 Charge transferring efficiency vs. stages.

The body bias effect is ignored for the sake of simplicity. If we assume the
drop per stage is 33.3% from the previous case, at stage 0 the efficiency
is 100%. As the number of pump stage increases, the charge is lost along
the way. After passing stage 1, only 67% of the charge is left. After pass-
ing stage 5, only 13.5% of the original charge from stage 1 is left. After
stage 9, there is only 2.72% of the original charge left.

What does this phenomenon reveal to us? If the output of stage 9 is
the same as the charge pump output,.and if the charge delivered to the
output within the given clock cycle is able to meet the summation of all
loading currents, then the input stage and successive stages have to be
designed to take at least 37x (assuming the charge transfer efficiency
is 2.72% of the first stage) the final delivered charge within the same
clock cycle. The boosting capacitance has to be sized up to enable this
capability, and so do the clock drivers and all supporting circuits. After
internal nodes are charged up to the equilibrium levels, pump clocks
still needed to couple up or couple down those capacitances. A lot of
power is wasted and does not do any real useful work.

It is alarming to see the efficiency of a 2-phase charge pump decrease
at such a high rate with increased pump stages and even with a fixed V,
assumption. Accounting for the back-bias effect on V,, the efficiency curve
in Figure 7-18 would move even lower than the one currently shown.

With the challenge of threshold voltage per stage, what could be the
solution to improve efficiency? In Equation 7-11, a higher amplitude
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Stage | Efficiency (Clock =3v) | Efficiency (Clock = 6v) | Difference
0 100.00% 100.00% 0.00%
1 67.00% 83.33% 17.33%
2 44.89% 69.44% 25.88%
3 30.08% 57.87% 29.12%
4 20.15% 48.23% 29.25%
5 13.50% 40.19% 27.66%
6 9.05% 33.49% 25.22%
7 6.06% 2791% 22.45%
8 4.06% 23.26% 19.66%
9 2.72% 19.38% 17.00%

Figure 7-14 Calculation of charge-transferring efficiency.

clock could reduce the charge loss during charge transfer. With this
understanding, what if the pump clock amplitude is doubled? What
would happen to the efficiency of the charge pump? If V.4 could be
boosted up to 6 V, and the V, of NMOS is still assumed to be 1V for
ease of calculation, then the charge loss per stage would be 16.7%. This
approach literally cuts down the charge loss per stage by 50%.

Figure 7-14 shows the comparison of charge transfer efficiencies for
clock amplitudes of 3V and-6 V for a 10-stage charge pump design. The
threshold voltage V, of NMOS is assumed to be 1V (ignoring the second-
ary effect of body bias). Figure 7-15 plots the charge transfer efficiency
curves for both designs. The efficiency difference is also plotted in the same
figure. Comparing the data points clearly demonstrates which design
approach would achieve better charge transfer efficiency. With a 3-stage
design, the efficiency of a 6 V pump is already double the performance

Efficiency vs. Number of Stages (Different Clock Amplitude)

100.00%
20.00% \\ —+ Efficiency (Clock =3v)] |
80.00% \ = Efficiency (Clock = 6v)

~ 70.00% —— Difference ||
S ° N
< 60.00% \ \
g 50.00%
2 40.00% AN ~.
S 0
2 30.00% N, S
20.00% / \\ \-\.\
10.00% ~———
0.00% . . S :
0 2 4 6 8 10

Stages

Figure 7-15 Charge-transferring efficiency vs. stages (different clock
amplitude).
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of a 3 V design. As the number of stages increases, the efficiency of
the 6 V clock is significantly higher than that of the 3 V clock design.
At stage 9, the 6 V design has a charge-transferring efficiency of 19.66%,
while the 3V design has only 2.72%. The ratio is 7x.

Given the example shown in Figure 7-14 and Figure 7-15, can a
2-phase charge pump be modified to double its pump clock amplitude
and achieve the predicted charge transfer efficiency given in Figure 7-15?
Yes, all the existing circuits in the pump stages do not need to be modi-
fied. The focus is on how to make the pump clock amplitude higher than
the given system power supply. This design involves the design of a
smaller scale charge pump. -

Figure 7-16 is the block diagram of a generic modified 2-phase posi-
tive charge pump with doubled pump amplitude.*® As shown, the
diagram was composed of two parts: The first part is the conventional
charge pump, located on the right side. This could be assumed to be a
typical 2-phase charge pump design. The second part is the CLKGEN
circuit located on the left side. It takes the clock inputs from Clk/Clk,
at V,, level and then generates two 2 x V, clocks: V,/V,. V, and V, are
used to drive the remaining conventional charge pump stages. The chal-
lenging part of this design is how to design the clock generation circuit
that can double the amplitude of the system supply. In reality, due to
capacitive loading on the output and parasitic capacitance, the derived
clock amplitudes are higher than system supply voltages, but they can
never fully reach 2 x V,,.

Figure 7-17 is a generic representation of a 2 x V, clock generation
circuit. My and M; are NMOS transistors that are connected from source
V. to V,, and V.. The gates and sources are cross-coupled to each other.
This configuration allows sufficient precharging on nodes V;, and V,,in
opposite clock phases. Two boosting capacitances are driven separately
by Clk and Clk,. The boosted output V,, and V,, are the supplies to two
inverters that are used to generate the final clocks. The final generated
signals, V, and V,, switch between 0 V and 2 x V. The amplitudes of the
clocks are higher than those of the system power supplies:

There are several important design requirements. First, the wells of
PMOS M, and M; should be connected to the highest potential voltages

i i

v
Clk —| ey Voo V,— cik Voup v
CLKGEN - Conventional Charge Pump Vour |0t
V;
Cik, — CIk, v, ? b

Figure 7-16 Modified 2-phase positive charge pump with doubled pump clock amplitude.
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Figure 7-17 2 x V clock generation.

seen by those PMOS transistors. They are V, or V,, depending on the
phases of the clocks. Second, the punch-through effect or the breakdown
characteristic of all transistors used in this design must be character-
ized. For example, in Figure 7-17, because the internal voltages were
not at normal V, level, high-voltage design rules should be considered
when working on those devices. ~
Another way to understand why doubling clock amplitude could sig-
nificantly improve the pump efficiency is to compare the same pump
performance at 5V and at 3 V. As described in 2-phase charge operation,
the V, of a diode-connected transistor is one of the major factors reduc-
ing charge pump efficiency and limiting the clock frequency improve-
ment. In 5 V design, the pump clock is typically powered by the chip
supply V.. The efficiency loss per stage due to the threshold voltage
V, of diode-connected NMOS can be calculated using Equation 7-12.

: |4
Efficiency Loss = Ex V. (7-12)

K is the coupling ratio based on the design and is always less than 1.
For example, if V, of NMOS is 0.8 V, the coupling ratio is 0.9, and V.
is 5V (£10%), the efficiency loss per stage is 19.7% per clock cycle per
stage for the worst case, V,, = 4.5 V. If the system supply drops from
5V to 3V, the efficiency loss per stage would be 33% for the worst case,
Ve=2.7V.
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As shown, if the pump clock drivers are powered by system supply V.,
while the power supply change from 5 V to 3 V represents a 40% supply
voltage drop, the charge-transfer efficiency loss per stage represents
an almost 67% increase based on previous assumptions. So it would be
ideal to increase the amplitudes of pump clocks higher than those of
system supplies to improve charge transferring efficiency. The gain of
area savings due to improved charge-transferring efficiency is larger
than the extra area needed to generate those higher amplitude clocks.
As a consequence, the overall power consumption of the new charge
pump design will be reduced due to its better circuit efficiency.

In general, for designs that use a doubling in pump clock ampli-
tude, the conventional charge pump in Figure 7-16 could be almost
any existing charge pump. The only additional change would be the
extra clock-generation circuit introduced. This architecture could be
easily applied to any low-voltage charge pump design required. If old-
generation charge pumps are still working, by keeping the existing
pump architecture and only modifying the clock-generation circuits,
the design effort can be minimized. For the technology transition of chip
design, such as requiring the chip power supply to be scaled from 5 V to
3V, or from 3V to 1.8 V or even lower voltages, the existing pump archi-
tecture used in older generation designs does not need to be modified.
With the addition of a new clock generator, the existing charge pump
could do the same job as before.

7.4 The Static CTS Charge Pump

Static CTS charge pump®’ is one type of charge pump that uses dynamic
feedback to improve the charge-transfer efficiency. This architecture
follows the design approach of the V, cancellation scheme.

Figure 7-18 is a schematic view of a static CTS charge pump. Looking
at the circuits below the divider line, the bottom portion of the static

Dividing Line

Clk Clk, Clk Clk, Clk
Figure 7-18 Static CTS charge pump.
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CTS pump is identical to a generic 2-phase charge pump. The top por-
tion is the new circuit being added to cancel the V, of NMOS dynami-
cally. Let us use the first pump stage as an example. Assuming C > C,,
to cancel the threshold of M; at the high phase of Clk,, Equation 7-13
needs to be satisfied.

V=Y.,
_ (7-13)
Vn2 =‘/nl +Vcc_‘,t +Vcc_3Vcc _2‘715

Vnz‘Vt >=0= >3Vm—3Vt> =0

At the low phase of Clk;,, M; needs to be in cut-off state after Clk, goes
low. Now Equation 7-14 needs to be satisfied.

Vn2_‘/; <0
V-V, +V,_ -V, <0 (7-14)
2V -2V, <0

Equation 7-13 can be satisfied as long as the chip supply is higher
than the V, of NMOS. If Equation 7-13 is satisfied, Equation 7-14 cannot
be satisfied at the same time. Because Equation 7-14 cannot be satisfied,
reverse leakage current occurs while the node is pumping.

In order to fix the issue shown in Equation 7-14, a modified CTS
charge pump stage”® is presented in Figure 7-19. An NMOS M, transis-
tor and a PMOS M, transistor were added to control the gate voltage
of M;. PMOS M, still allows the higher voltage potential from the next

my
m
=—— Next Stage
m L
1
my |
gl
C Figure 7-19 Segment of a modi-
T fied static CTS charge pump.
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stage to be applied to the gate of My during the charge-transferring
phase. NMOS M, in this case would shut down gate M;. This is to pre-
vent Equation 7-14 from happening when Clk, goes low.

Although the simulation shows improved performance over the original
CTS charge pump, there are other limitations to this design. First, a total
of three extra transistors need to be added, compared with the 2-phase
charge pump. One of them is PMOS with NWELL. The 4-phase charge
pump only adds one extra transistor and one capacitance. Considering
the routing area and extra spacing needed between the devices and
NWELL, the modified static CTS charge pump should occupy a larger
die size. Second, a PMOS device is added to the high-voltage path. The
technology should be available to process high-voltage PMOS. Third,
considering the performance of the modified static CTS charge pump,
because of the additional three devices, the extra parasitic capacitance
introduced is quite significant. Therefore, this design may not have an
advantage over the 4-phase charge pump design.

It should be noted that using dynamic feedback to improve the
charge pump efficiency is one common technique. It is also known that
the latter stage has higher potential than the current stage. The latter
stage voltage can always be utilized to improve the charge transfer
of the early stage somehow. The modified CTS charge pump is a good
example of this technique.

7.5 The Positive Charge Pump with
Very High Amplitude Pump Clocks

There is another type of charge pump that is based on the concept of
very high clock amplitude design. As discussed earlier, by just doubling
the clock amplitude for a 2-phase charge pump design, the efficiency can
be significantly improved. Because higher amplitude clocks can reduce
the inhibiting effect of V, on charge transfer (refer to Equation 7-11), the
clock amplitude can be further doubled using clock adders or doublers,
in theory to improve the charge pump efficiency.

Figure 7-20 is a generic representation of how to generate very high
amplitude pump clocks. The 2 x V,, CLKGEN was shown in Figure 7-17.

T T T T

V. V. 7 7

Clk — Clx sup Va Clk sup Va Clk sup Va Clk sup Va - Va
CLKGEN CLKGEN .CLKGEN CLKGEN

Clk, — Clk, Vs Clk, Vs Clk, Ve Clk, Vo— ¥,

Figure 7-20 Generation of very high amplitude pump clocks.
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With four stages CLKGEN cascaded in serial, V, and V,, should get closer
to 5 x V,, level in clock amplitude. As the clock amplitude increases, the
number of stages can be reduced proportionally. The impedance of the
charge pump is proportional to the number of pump stages in serial.
The greater the number of stages in serial, the higher the pump imped-
ance will be. With higher impedance, to deliver the same amount of power
on output, the area of the charge pump needs to be larger. Equation 7-12
could clearly support this design approach to get better efficiency.

R=-—— 1
PCHC)

(7-15)
V=V anl|=C |y, e
out ~ "in C+Cs clock (C+Cs)ﬁ)sc

Very high amplitude clock design also has its own drawbacks. Because
the output is a clocking signal, it requires the charge to be elevated to
generate this clock. Theoretically, capacitive coupling is needed. To gen-
erate a 2 x V,, clock, one stage of capacitance is needed. A 3 x V,, clock
requires two stages of capacitance in serial. As more capacitance is
stacked in serial, the equivalent capacitance is reduced. To compensate
for this reduction, the capacitance at each stage needs to be increased
up proportionally. A practical design needs to balance the size, power
consumption, and efficiency of the pump as a whole system. Another
issue with very high amplitude clock generation is the devices issues.
Since the clock amplitude is switching from 0 V to very high voltage
potential, the design is prone to snap-back, punch-through, etc. Extra
attention is needed when using this pump architecture in practice.

7.6 The 2-Phase Negative Charge Pump

The charge pumps discussed so far are all positive charge pumps. The source
of the charge is from the system power supply, V... Through every stage the
potential energy of the charge is elevated by the pump clock. On the output,
a relatively high potential exceed system supplies is achieved.

If the potential of the charge can be raised, then the potential of the
charge can be lowered too. In modern chip design there are occasions
when a negative voltage lower than the ground supply is needed. For
example, on a DRAM chip, in order to reduce the background leakage
current, a negative voltage is generated to bias the P substrate instead
using the ground supply V.

Figure 7-21 shows a generic representation of a K stage 2-phase
negative charge pump.®™ Compared with its counterpart, the 2-phase
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Figure 7-21 Generic K stage 2-phase négative charge pump.

positive charge pump, there are two major changes: First, all NMOS
transistors are replaced with PMOS transistors, with the NWELL
connecting to the most positive voltage per stage. Second, the source
for the first stage is not V,,, but V..

Figure 7-22 shows the 2-phase clocking scheme used by a 2-phase
negative charge pump. This diagram looks similar to its positive coun-
terpart. In a positive charge pump, the high phase of the clock is used
to transfer the charge. For the negative charge pump, the low phase of
the clock is designed to transfer the charge.

In Figure 7-21, the PMOS transistor is connected in diode fashion.
The negative charge pump removes the positive charge from the pump
output node and transfers it to ground node, at the beginning of the
pump. As charge is carried away from the pump output, the voltage
reduces from the initial level (say positive Vpp level) to a negative volt-
age level. The direction of charge movement is exactly the opposite com-
pared with that of the positive charge pump.

Let us examine the basic operations of the first stage of the negative
pump. As shown in Figure 7-23, when n, is being boosted up by Clk,
its final level cannot exceed |V, | of PMOS M,. M, clamps the positive
voltage on ;. The positive charge cannot propagate to n, through M.

Va 1
Jose = T
period

Vboot ''''
) CLK /‘/ \\ Tperioa 7/

. Ll
Time

v
Vboost ————————
CLKB / \ / \

Time

Figure 7-22 The 2-phase clocking scheme for a negative charge pump.
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Figure 7-23 Internal waveforms of n, and n, in a negative charge pump.

When ., is being boosted down by CIk, the node is coupled into the nega-
tive range. M, is in the cut-off region because of the diode connection of
PMOS. At the same time, node n, is being boosted higher by Clk,. Due to
the diode-connected device M, the positive charge on n, is removed and
transferred to n;. In the next clock phase, n, will be boosted higher to
dump a positive charge to V. Node n, is boosted even lower to transfer
the negative charge down to ns.

The characteristics of a 2-phase negative charge pump can be modi-
fied from Equation 7-1 to give the formulas in Equation 7-16. All the
design constraints of the 2-phase clocking scheme and the design con-
cerns of the 2-phase positive charge can be applied to the 2-phase nega-

tive charge pump design.

n

R = C+C)f.,.
(7-16)

C 1.
=— _ —_ o |,V
Vvout nl:(C+CSJVclock |th| (C+Cs)f;)sc tp

7.7 The 2-Phase Negative Charge Pump
with Triple Well Technology

Because the body bias effect of the PMOS transistor is usually larg_eilé
than that of the NMOS transistor, the 2-phase negative charge

using the preceding implementation is only suitable for low-amplitud’e
negative charge pump design. To improve the negative charge pump’s
efficiency (or for higher amplitude negative charge pump des1g'n),.a
certain technique can be applied. The diode transfer PMOS is in
NWELL. NWELL is typically biased to V.., the highest potential on chip.
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If the NWELL of PMOS is biased to V,,, then V, would increase with
the increasing number of stages due difference between the negative
potential on the internal nodes and NWELL bias V... As shown in
Equation 7-17, the absolute value of V, will go higher and higher.

\2€.gN
AV, =%(\/(2¢F +Vgp) _\/2¢F ) (7-17)
0xX

One approach to slow down the trend of V.p increment with Vi is to
switch NWELL potential from V,, down to 0 V when the output hits
some predetermined negative voltage level. For example, -3 V may be
a good candidate. This approach will temporarily reduce the absolute
value of V,, by V., which in turn reduces the absolute value of Vi, for
PMOS. With -3 V on the output, the voltage on the internal stage is
lower than 0 V. Switching the potential of NWELL from V,, to 0 V will
not cause the forward biasing on the source/drain junctions in internal
nodes to occur.

This technique only temporarily reduces the absolute value of Vi As
stages increase, or as the voltage goes more negative, Equation 7-14 will
still hold. With the help of process technology, a new type of transistor
was created. It allows the negative charge pump design not to suffer
from the body bias of diode-connected PMOS anymore.

In a normal CMOS process, the substrate of silicon is p-type. NMOS
devices can be processed directly on top of p-substrate. To create PMOS
devices, NWELL is created in p-substrate to allow the definition of
PMOS devices.

In Figure 7-24, with the addition of an extra PWELL created in the
NWELL, a new type of N-channel MOSFET transistor is created. If
the PWELL and p-substrate are both biased to V,,, and the NWELL is
biased to V., this device is not much different from a normal NMOS
device defined on top of p-substrate. However, if the PWELL is tied to

Gate

PWELL

NWELL

p-substrate

Figure 7-24 Deep NWELL n-type transistor.




190 Chapter Seven

! I
Cboost = Cboost = Cboost L l
1 1 T v

clk clk, clk

Figure 7-25 A 2-phase negative charge pump with a deep NWELL transistor.

the source of the transistor and the NWELL is biased to V., the source
and the local PWELL can go down to negative potential. If a normal
NMOS source is going down to negative voltage level, the junction will
become forward biased. Therefore, it is possible that latch-up issues
could arise.

With the aid of a deep NWELL NMOS device, the negative charge
pump can be configured like the one in Figure 7-25. This negative charge
pump with triple well technology is very similar to the 2-phase positive
charge pump. The exception is that the first stage is connected to V,
rather than to V... The gates of all NMOS diodes are switched to the
other side.

All diode-connected deep NWELL NMOS devices have their local
PWELL connected to the source. This connection allows V,, = 0, and
there is no body bias effect on diode-connected PMOS. Deep NWELL
can be tied to V,,, or it can switch like it does in the previous design to
reduce well-to-well potential difference. The operation of this negative
charge pump is simple.

In Figure 7-25, at each pump stage, if the node is being coupled higher,
it will dump the positive charge toward the left side to the ground; if
the node is being coupled lower, it transfers this negative potential
toward the output. The detailed derivation of the internal node opera-
tions and corresponding waveforms are not covered here. It would be
a good exercise for the reader to analyze this pump architecture using
the techniques covered in this chapter.

7.8 Conclusion

After introducing the fundamentals of charge pump designs and optimi-
zation process to achieve better charge pump efficiencies, this chapter
has sought to reinforce the reader’s understandings with real life charge
pump implementations. All the architectures presented in this chapter
are broadly used by many chips in different products. The continuous
life spans of the architectures in real products are the best supports
to prove their merits. Each architecture was analyzed thoroughly to
highlight the unique approach behind it. These architectures are refined
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by generation after generation of product refinements. One of the goals
of this chapter was to help provide the reader with a thorough under-
standing of different charge pump designs. Another goal was to spark
new ideas and new implementations for charge pumps.
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Chapter

Future Design References

After discussing the basic operations of charge pumps and how to
optimize various parameters to achieve the design targets, we reach
a point where we must think about the trend of future pump designs.
The goals of a better charge pump design include targeting a smaller
die size, higher power efficiency, and less output noise at regulation
level. The trend of charge pump design is still to try to meet all these
requirements.

8.1 AreaVersus Performance

In general, the area of a charge pump is inversely proportional to the
pump clock frequency, and the area of a charge pump is inversely pro-
portional to the threshold of the diode-connected transistors. To reduce
overall charge pump area, the performance and the efficiency of the
charge pump have to be increased compared with old generations. If
the overall optimizations of architectures, device characteristics, design
parameters, and circuit techniques allow the final design to have better
output performance than previous designs, the area of the charge pump
would be minimized by default.

8.1.1 Output performance versus pump
clock frequency

First let us plot I, versus pump clock frequency for different charge
pump designs. A design that can achieve the highest possible frequency has
the capability of reducing pump boosting capacitor size while still meet-
ing the same performance target. Figure 8-1 is the plot of pump output
current versus clock frequency for a 2-phase charge pump design such as




194 Chapter Eight

| 1
1 |
I output : {
| |
I |
: : Internal
! : clock/charge
| .
transferring
[ | does not vary |
I o< output [
output f osc : with clock fre quency | broken down
.
i .
1 1
| 1
1 ]
1 !
<4 [ » |
| ]
I 1
i 1 »
©.0) h Jo fose

Figure 8-1 I,y vS. pump clock frequency for a 2-phase charge pump.

the Dickson Charge pump.' The curve can be divided into three regions
according to the characteristics described in Equations 8-1 to 8-3.

fosc < fl Ioutput o fosc (8‘1)
fi<li<fy 1 ouitput is approximately constant. | (8-2)
fose>1o I pu: decreases as the pump is near breakdown, (8-3)

In Equation 8-1, for a clock frequency that is lower tl}an f1> the ch_arge
in the pump could be fully transferred between successive stages Wlthl.n
each clock cycle. The amount of time it takes to transfer the charge is
less than the clock period. As £, increases, more charge is dumped to
the output within the same given period. This is why the optpqt current
increases proportionally as the pump frequency increases in Figure 8-1.

In Equation 8-2, if the pump clock frequency operates betv.vee:n
f, and f;, the charge cannot be fully transferred between stages within
the given clock period. As frequency increases, less charge would be
transferred in a given clock period. The decrement in the total amount
of charge being transferred per cycle is compensated for by the incre-
ment of the pump clock frequency. As shown in Equation 8-4, Ioypy is
almost unchanged as the frequency varies. In Figure 8-1, a flat curve
is shown for I, in this region.

Q2=Q1_AQ
f2:ﬂ+Af (8-4)
L=, xf, = (@ - SQ)X(f, + AP

cycle
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In Equation 8-3, as the clock frequency eventually goes beyond the
limit (f)), either the pump clock generation fails, or there is not enough
time for the charge to be transferred between stages. As a consequence,
I utpus Will fall quickly at an exponential rate. The charge pump efficiency
gets worse with increasing clock frequency. Eventually, the pump will
not function anymore. As shown in Figure 8-1, the curve exponentially
decreases for a clock frequency that is higher than fo-

Figure 8-2 is the plot of the pump output current versus pump clock
frequency for a V, cancellation charge pump. The critical frequency f,
divides the operating range into two regions as shown in Equation 8-5
and 8-6. ‘

f;)sc < f;) foutput & f;sc (8'5)
fose > 1o foutpus d€Creases as the pump is near breakdown.  (8-6)

For Equation 8-5, if the pump operates at a frequency lower than fo
the charge can be fully transferred between successive stages in each
clock cycle. As f, . increases, the output current I, output Will increase pro-
portionally with the increased pump clock frequency f.« For designs
using very high amplitude pump clocks, the lost charge due to V, of
diode-connected transistors is either very small or is negligible, and
Equation 8-5 can still be applied. For Equation 8-6, as the clock fre-
quency increases further over the limit (f,), either the clock generation
circuits start to fail or the charge has too little time to be transferred.
As a consequence, I, will fall almost at an exponential rate until the
pump fails completely.

t
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Figure 8-2 I .., vs. pump clock frequency for V, cancellation charge pump.
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8.1.2 Output performance versus pump
clock amplitude

Figure 8-3 is the plot of pump output current versus pump clock ampli-
tude. Equation 8-7 is for the pump clock amplitude lower than V.
Due to the threshold of MOSFET transistors, if Vg is below the
threshold voltage, the pump cannot transfer charge at all. Only if
Veoa Crosses over this threshold voltage will the performance of the
charge pump improve. For Equation 8-8, if the clock amplitude is
larger than Vi, I 45, should increase linearly with the increased pump
clock frequency.

Vo < Vo Internal stage is inefficient. (8-7)
Vclock > VO Ioutput o< f;sc (8-8)

8.2.3 Output performance versus number

of pump stages

Pump performance has a strong relationship with the number of pump
stages in series.® Figure 8-4 is a plot of pump efficiency versus regu-
lated pump output voltage. The efficiencies for two similar designs with
different numbers of pump stages were plotted. The efficiency can be
defined in two ways. The first way is to use the ratio I ./, to judge
the efficiency of circuit. The design that consumes the lowest system
current I, while delivering the required output power has better circuit
efficiency.

Area vs. # Clock Amplitude

output

Ioutput o< Vclock

Internal stage is
too inefficient to
transfer charge

v
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|
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|
1
1
|
|
1
1
1
|
|
|
|
|
1

©.0 Y Velock
Figure 8-3 I vS. pump clock amplitude.
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Figure 8-4 Pump efficienicy vs. number of pump stages.

The second way to define the efficiency of charge pump is based on the
following ratio: I, / Area. Here, Area is the total layout area of the
charge pump and its supporting circuit. If the charge pump is efficient,
less area is occupied to generate the required output power. The higher
the ratio, the more efficient the design has to be.

In Figure 8-4, the performances of two pump designs with different
numbers of pump stages are compared. The individual pump stages
between two designs are identical for comparison purpose. Curve 1 has
a fewer number of stages compared with Curve 2. Pump efficiencies are
plotted against the output regulation voltages for both designs.

In Equation 8-9, as long as the regulated output voltage is lower than
Vo, Curve 1 has better efficiency than Curve 2, as shown in Figure 8-4.
In this operating range, the serial impedance of the pump with fewer
of pump stages is low compared with the other one. In Equation 8-10,
for the regulation level that is in between V, and V7, the efficiency of
Curve 1 drops off from its peak. Curve 2 overtakes Curve 1 in terms of
output efficiency. In Equation 8-11, for a regulation level that is higher
than V7, the efficiencies for both Curve 2 and Curve 1 fall. Curve 2 still
has better efficiency than Curve 1. If output is designed to operate in
this range, more pump stages should be added in serial to allow better
pump efficiency and maintain the slope of the curve.

V<V, (8-9)
Vo<V <y, (8-10)

V>V, (8-11)
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8.2 Power Consumption

Power consumption of the charge pump is one of critical design speci-
fications. With the scaling of technology and power supply voltages,
the demand for charge pumps with low power consumption is strong.
The power consumption of the charge pump is affected by many charge
pump design parameters. The next few subtopics will address some of
the major parameters.

8.2.1 Power consumption versus pump clock frequency

Power consumption for charge can be divided into two components: the
first component is the charge transferred from stages to stages in serial,
and eventually to the output of the charge pump; the second component
is the power consumed by peripheral supporting circuits.

f<f, Poweref . (8-12)
f>f, Pump malfunction (8-13)

For pump clock frequency that is less than the critical frequency,
fy» as shown in Equation 8-12, power consumption of the pump is
proportional to £, .. If the clock period is relatively long, the charge
transferred between stages could be a near constant term. As fre-
quency increases, more charge can be transferred in a fixed period, so
the associated power consumption will increase proportionally. If the
clock period is too short, the amount of charge being transferred is cut
short. However, within the given period of time, there are more clock
pulses. The total amount of charge being transferred is relatively near
a constant value. The power does not change with clock frequency. For
supporting circuits, such as clock generators and clock buffers, the
total power consumed is linearly proportional to clock frequency, 7.
For frequency that is lower than critical frequency, f;, the combined
power from those two terms results in the total power consumption
being a linear function of the pump clock frequency, f,., as shown in
Figure 8-5.

For frequency that is greater than the critical frequency, f;, as shown
in Equation 8-18, the internal circuits of the pump start to fail and
eventually cause the pump to malfunction. Although the current associ-
ated with supporting logic increases, the charge cannot be transferred
between stages. The second term is a larger component in terms of
power. Overall the power consumption should decrease.
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Power vs. Clock Frequency
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Figure 8-5 Power consumption vs. pump clock frequency.

A 8.2.2 Power consumption versus number of pump stages

The pump design itself is flexible regarding the number of pump stages
to be used in implemented. Although the specified design targets can
be achieved by both designs with different number of pump stages, the
power consumption in two designs could be different.

Figure 8-6 is the plot of power consumption versus output voltage.
There are two designs shown in the plot. Design 2 has more number

i
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1

Power | I
Curve 2 has more stages | ,’

i

!

compared with curve 1

»

Voltage

0.9

Figure 8-6 Power consumption vs. number of pump stages.
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of pump stages than Design 1. The pumping capacitance at each stage
would vary to meet the output power requirements. For this discussion,
it is assumed that both pump stages are identical.

V<V, Design 2 consumes more power. (8-14)
V>V, Design 1 consumes more and fails first. (8-15)

The critical output regulation level V| is associated with the design.
Charge pumps perform differently across this boundary.

For an output voltage level less than V;, as shown in Equation 8-14, to
reach the same pump output regulation level, Design 2 has to consume
more power than Design 1. The operation is shown in Figure 8-6. The
charge lost due to the internal parasitic capacitance and V; drop (if any)
is more for Design 2 because it has more pump stages in serial. For the
supporting circuit to the charge pump, more power has to be consumed
to charge or discharge larger capacitance and extra stages in Design 2.
Overall, Design 2 should consume more power than Design 1 in order
to meet the same output regulation level.

For an output voltage level greater than V;, as shown in Equation 8-15,
Design 1 overtakes Design 2 in terms of power consumption in Figure 8-6
because the charge pump output voltage level is proportional to the number
of stages in serial. For an output voltage that exceeds V, Design 1 becomes
less efficient for delivering the charge at a high potential voltage. The
number of stages becomes a limiting factor for Design 1. As a consequence,
more boosting capacitance needs to be added in each stage to compensate
for the reduction of circuit efficiency due to the number of pump stages.
If the regulation level is further raised, Design 1 eventually fails to operate
because it just cannot reach the regulation level with its existing number
of pump stages.

It is important to study the design specification and build extra margin
in the design. Variation of supply voltage, parasitic RC, threshold volt-
age of transistors, and so on, on real silicon could all cause the pump to
fail if not enough design margin is built in at the beginning.

8.2.3 Power consumption versus pump clock amplitude

As discussed in Chapter 6, a higher amplitude pump clock allows the
pump to have better output efficiency compared with one using a lower
amplitude pump clock. ‘

Figure 8-7 has been taken from Chapter 7 to show a charge pump with a
3V pump clock and a charge pump with a 6 V pump clock. This plot shows
the power transfer efficiency through the pump stages. Higher pump
clock amplitude allows better charge pump transfer efficiency overall.

|
i
t
f
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Efficiency vs. Number of Stages (Different Clock Amplitude)
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Figure 8-7 - Charge pump efficiency vs. pump clock amplitude for 3 V and 6 V design.

This plot does not include the power consumption component from the
peripheral supporting circuits. Normally the power consumption of the
peripheral supporting circuits is low, and Figure 8-7 should not be affected
too much if this extra component is included.

Figure 8-8 is a plot of the power consumption of the charge pump
versus pump clock amplitude. The X axis is the output voltage of the
charge pump. The Y axis is the total power consumed by the pump itself.
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Figure 8-8 Power consumption vs. pump clock amplitude.
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Two designs are compared in Figure 8-8. Design 1 is the charge pump
with pump clock has regular clock amplitude. Design 2 has higher
pump clock amplitude than Design 1. Additional on-chip circuits using
a normal chip power supply generate the higher clock amplitude.

V<V, Design 2 consumes more power. (8-16)

V>V, Design 1 consumes more power. (8-17)

On the X axis, there is a critical output voltage level, V,, that divides
the pump operating spectrum. For an output voltage level that is less
than V), although the higher amplitude clock in Design 2 can transfer
the charge more efficiently, the additional power consumed by the clock
generator will offset the gain. As a consequence, Design 2 consumes more
power than Design 1. This difference should be small, as in Figure 8-8.
For an output voltage level that is greater than V,, the gain of the higher
amplitude clock will exceed the extra power consumption in the clock
generator. The benefit is obvious based on the calculation and is also
shown in Figure 8-8. As a consequence, the overall power efficiency for
Design 2 exceeds that of Design 1. Understanding the design specifica-
tion and choosing the right approach can save on the total power con-
sumption of the charge pump.

8.3 Noise Controls for the Charge Pump

Output noise of the charge pump can have detrimental effects on chip
operations if the magnitude of noise exceeds the limit. With the pump
output being regulated, the output noise will always exist in operations.
Since the output load circuits vary and pumps are designed to work
in different applications, minimizing the charge pump output noise
becomes a challenging task. There are some common rules that can
always be applied in real practice.

8.3.1 Noise versus filtering capacitance

The noise on the output of a charge pump should be contained within
the limits given by the design specifications. What are some of the meth-
ods that can be easily applied in practice?

A very practical approach that can reduce the noise on the output node
of the charge pump is to increase the decoupling capacitance connecting
to the output of the charge pump. Figure 8-9 shows a typical representa-
tion of the pump output loads. First, regulation impedance (Z,,,) connects
to the output node. This component is used to maintain the regulation
level. This could be a passive element such as capacitance or resistance, or
an active feedback control circuit. Second, a filtering capacitance (Cger)
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Figure 8-9 Pump output
loadings.

is used to filter out some amount of noise on the pump output node. Third,
the loading circuit (Z,.,4) uses high-voltage output to do its work.

How does Cg,, come into play in the charge pump design? Because
the gain of the amplifier is finite, and there is always delay from the
regulation feedback to the active control of the charge pump, the output
voltage of the charge pump always has some amount of output noise
near the regulation levels.

If the AQ is the peak error near the regulation level, then the effect on
the output voltage would be AV, as given in Equation 8-18. AV utpu
represents the noise on the pump output node near the regulation level.
It has a linear relation with Cg.,, as shown by the calculation.

Al
AVvoutput = C_Q- (8'18)
filter
As shown in Figure 8-10, as Cgy,, increases, AV, goes down
inversely proportional to the size of Cgy,. The larger the filter capaci-
tance, the less noise there is. Larger filter capacitance has a negative
impact in terms of pump output voltage setup speed. Because the filter

AV, A

output

»
>

(O,O) Cﬂlter
Figure 8-10 Pump output noise vs. decoupling capacitance.
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capacitance needs to be charged up to the regulation level, more charge
is needed to fill it up. If the output setup speed is not a concern, increas-
ing Cay., would be a very easy approach. If output setup speed is critical
in the design, the filter capacitance needs to be optimized for both noise
and the setup speed of the output.

Another negative impact would be the layout area concern. In particu-
lar, the capacitance needs to use thick oxide devices to prevent any oxide
breakdown issues. Therefore, the layout area will be larger than the one
using thin oxide dielectric materials. However, the chip design usually
has overdesigned the decoupling capacitance to filter out noise on power
lines. Balancing and converting some of those decoupling capacitances
into pump filtering capacitance may not cause serious power glitches.

8.3.2 Noise versus balance of pump power

The noise on the charge pump output shows a strong relation between
the pump output power that can be delivered and the output loading
circuit power consumption.” Refer back to Figure 8-9. According to
Kirchoff’s current law, at any moment the summation of all currents
going into the output node of the pump should be equal to 0.

Equation 8-19 shows that, at any given time, the output current deliv-
ered by the pump is consumed by all the circuits connected to the output
node. Three components are described in Equation 8-19. The first one is
the regulation current, I, (¢). It can be either passive current consumed
or active current shunt away. The second component is the loading
circuit current, I,,4 (¢£). The third component is Iy, (£), which is the AC
current going into or out of the decoupling capacitance.

output (t) I (t) +1 1 ad(t)+ filter (t) (8'19)

If we rewrite Equation 8-19 into Equation 8-20, the difference
between I 4, (£) and the sum of I, (¢) and I;,,4 (¢) should be balanced
by Igue (©) at any given time. If there is an introduction of noise, sud-
denly by I,upu; (), or a variation of L, (¢) or I ,,q (£), the noise has to be
filtered out by decoupling capacitance.

)= Ly O~ [ Loy O+ 1,y ®)] (8-20)

ﬁlter output

Iyer (t) is formulated in Equation 8-21. It is proportional to the prod-
uct of Cgyer and AV, It is inversely proportional to the duration
of this change, At. Rewriting Equation 8-21 into Equation 8-22, if the
magnitude of I, (¢) is determined and A# is unchanged, increasing
filter capacitance Cgye, allows AV, to be decreased.

AV
) =C,, — (8-21)

ﬁlter ter A+
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What if Iy, (¢) is reduced in magnitude? Then without a change in
Chiters AVouiput Would decrease by default, as in Equation 8-22. From
Equation 8-20, at a given regulation level, if the power delivered to the
output by the charge pump is closer to the power consumed by load and
regulation circuits, then I, (¢) will be reduced, and so will the noise on
the output of the charge pump.

(t)AE
A‘,output ié'e—r—— (8-22)
filter

Let us look at a simple example to explain the concept of the balance
of different powers. In Figure 8-11 for charge pump output voltage,
there are two regions distinguished in this figure. The first region is
the ramp-up region. In this region, the charge pump has to charge up
all the parasitic capacitance. In addition, it has to supply all the other
load current and regulation current at the same time. The second region
is the regulation region. The charge pump should supply only the load
current and regulation current. Because capacitance is being charged up
in the ramp-up phase, no DC current is associated with the capacitance
in this phase. If there is a ramp-up speed requirement for the charge
pump, the total current should be delivered by the charge pump to its
output, is described in Equation 8-23.

V
@)= C »7 +I (t)+ load(t) for t<t¢ (8-23)

output rampup

rampup

In the regulation region, the charge pump has to meet the output cur-
rent requirement, as shown in Equation 8-24. The difference between
Equation 8-23 and Equation 8-24 at ¢ = ¢,,,,, is the output current dif-
ference between the two regions. This is summarized in Equation 8-25.

Voutput

(Ous, Ov) Ramp Up Regulation Time

Elmaiva O 44 Dhvsrnn anrdonnnd crnlbmmin con £l n
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This difference involves the additional current needed to charge up the
capacitive load in the ramp-up time required.

Lo @=L @O+1,@ for t> t ampup (8-24)
|4
_ reg _ )
I (rampun) = Cong S for t=t, (8-25)
rampup

As a consequence, the charge pump needs to meet the maximum
power requirement of the ramp-up region and the regulation region.
The difference from Equation 8-25 becomes one of the main sources of
noise on the output voltage of charge pumps. It can only be absorbed by
the decoupling capacitor. Even the active control methods may not have
enough time to respond in time to remove this noise. If this is known to
be a noise source, why not deal with this noise from its root cause? The
pump has to meet the power requirement of the worst-case scenarios.
For the operation region that requires less pump output power, can the
pump be adjusted accordingly to meet only the need of that region?
The answer is yes.

To modify the output power of the charge pump in operation, we can
apply several methods. You already know that the output power of the
charge pump has the relationships shown in Equation 8-26.

Pof

PeC (8-26)
PV

clock

The charge pump output power is proportional to the pump clock
frequency, f. Based on operation need, the clock frequency of the charge
pump can be adjusted. If lower power consumption is expected, the
clock frequency can be slowed down. The output power of the charge
pump is reduced proportionally to frequency, too. If higher output power
is needed on the output of the charge pump, clock frequency can speed
up as well. The design needs to be checked out because not all charge
pumps can adjust output power by varying clock frequency. This is
architecture dependent. -

The charge pump output power is proportional to the coupling capaci-
tance, C, in each pump stage. If somehow the equivalent capacitance
can be adjusted smaller or larger, the output power of the pump can
be changed, too. Adjusting the equivalent capacitance means either
switching in or out of pump capacitance, or several pump branches can
be enabled or disabled based on operation. The equivalent is the same as
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modifying the size of the coupling capacitance. The charge pump output
power is proportional to the pump clock amplitude, V4. If the pump
clock amplitude can be adjusted based on operation, the pump output
power will vary as well.

Besides the methods given in Equation 8-26, many other approaches
can be used to change the pump’s performance. Switching between two
operating regions can be easily detected by some analog circuits or
based on state machine control signals. If analog detection is used, the
feedback control signals can be used to control the charge pump inter-
nal circuits to vary the power consumption. In the worst case, a simple
timing technique can be used to time out the different operations and
then adjust the charge pump output power accordingly.

Balancing the charge pump output power is one of the most straight-
forward methods for minimizing the noise on the output of the charge
pump. It is also one of the most powerful ways. The other methods that
work on the outcome always lag behind in performance.

8.4 Off-Chip Charge Pump

For all the chapters presented so far, the focus has been on on-chip
charge pump designs. As the power supply voltages of the chip are being
continuously scaled down, and lower power consumption is demanded in
the chip, the charge pump circuit on silicon requires a larger and larger
layout area. The efficiency of pump design is also reduced as technology
advances. Larger silicon area, increased parasitic components, larger
I, and larger IR drop are all factors that work against better designs.
Could there be any alternative approach to the charge pump design that
can alleviate these pressures?

In the early days, high-voltage generation was created off chip for
devices operations such as using EPROM/EEPROM programmers.
As technology advanced, charge pumps were moved to chips for con-
venience of design. As the power supply scaled down and the power
demand increased on chip, the penalties for the design increased. The
die size needed to be increased to meet the power demand. As die size is
increased, larger IR drop occurs on the internal power buses. Because
a larger current is needed at a lower power supply voltage, bond-
ing wire causes more inductive noise on the internal power supply in
transit. Larger decoupling capacitance was needed to keep the power
supply noises low. All these effects would have a negative impact on
the chip designs.

Taking these drawbacks into account, would it be better to move some
parts of the high-voltage generation circuits off the chips? This indeed
goes against the trend of integrating all components onto a single chip. The
penalty associated with this approach is the extra discrete components
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required by the system-level design. However, the penalty could be
recouped by the gain from smaller chip size and better charge pump effi-
ciency. In this chapter, two possible approaches are presented for discus-
sion. One approach is the use of off-chip capacitive charge pumps, and the
other approach is the use of off-chip inductive charge pump designs.

8.4.1 Off-chip capacitive charge pump

By moving some of pump capacitance external to the chip, using an off-
chip capacitive charge pump could be one of the approaches to improv-
ing charge pump efficiency. Figure 8-12 shows a simple configuration of
off-chip capacitive charge pump design. The chip has two extra pins: the
HYV pin receives high-voltage input potential from the external supply,
and a pin for the CLK signal is used to drive the off-chip capacitance, C.
There are two extra discrete components at the system level: One is
boosting capacitance, C;, connected between signals HV and CLK. The
other is the diode D, connected between the off-chip power supply V.,
and the HV pin. If we look at the configuration of the diode and boosting
capacitance as a whole, this configuration looks very similar to one of
the pump stages used in 2-phase charge pump design.

As shown in Figure 8-13, clock CLK is pulsing between 0 V and V,
over time. The output voltage HV is responding to the clocking signal
through capacitance C,. This generated high-voltage potential is the
supply to the internal of the chip.

Between time 0 and ¢,, CLK is 0 V. HV is being precharged to at
least V. — V; by V. through diode D;. In between time ¢; and ¢,, CLK
switches from 0 V to V.. If boosting capacitance C; dominates over the

oYV,

cC

Chip

HV

V4
E

CLK

Figure 8-12 Off-chip capacitive charge pump.
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Figure 8-13 Waveforms of the off-chip capacitive charge pump.

loading capacitance seen on the HV node, capacitive coupling through C,
will bring the HV node to 2V, — V. At ¢,, CLK switches from V,, to O V.
Reverse coupling would couple down HV. However, because diode D, is
presented, HV would be clamped to a voltage level at least near V,,— V.
As a consequence, the average potential of HV exceeds V..

Because the precharge supply is off-chip, the IR drop due to routing
on chip is removed. The clock driver is near the pad, so the IR drop
to the driver will be significantly less than that of the on-chip charge
pump. On the chip itself, this elevated potential voltage (HV) could be
used to drive the other part of pump circuits. The advantage of using a
high-amplitude clock design was presented in Chapter 6. The benefit is
obvious from this discussion.

In Figure 8-12, the design is only targeting for the supply power
within the half clock cycle. In the other half clock cycle, the potential
on HV drops because there is no driver. To supply the charge in the
complement phases of the clock, another branch of diode and capaci-
tance can be added. This capacitance is driven by the complement of the
clock signal. The revised design is shown in Figure 8-14. To isolate two
branches from interfering with each other, two extra diodes are added
to the output of each branch. These additions prevent the charge on HV
from leaking backward.

Figure 8-13 and Figure 8-14 show a design using off-chip capacitive
charge pump designs capable of delivering a voltage level closer to 2V,.
If voltage higher than 2V, is needed, the design can be revised to add
extra stages.
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Figure 8-14 Revised off-chip capacitive charge pump with complementary
clocking scheme.

Figure 8-15 is an off-chip capacitive charge pump design using an
approach similar to the normal 2-phase charge pump. As more diodes
and capacitance are being cascaded in serial, higher and higher poten-
tial can be achieved on node HV. Calculations must definitely be done
to show this approach can be more beneficial in reducing the overall
design cost.
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Figure 8-15 Off-chip 2-phase capacitive charge pump.
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8.4.2 Off-chip inductive charge pump

Most of the charge pumps are constructed by some means of capaci-
tive coupling. As seen in Figure 8-14 and Figure 8-15, more discrete
components are needed to get higher and higher voltages. The cost
adds up with each discrete component being introduced. How about
using capacitance instead? Can inductive components be used in pump
design? The answer is yes. In earlier chapters, we mentioned that high
voltage potential could be generated by transformers and rectifiers. The
design works for an AC power supply but not a DC supply. Inductance
requires a change of current over time to generate high voltage potential
electromagnetically.

Figure 8-16 shows a generic design using off-chip inductance to gener-
ate high voltage potential. The chip has one port, HV, connected to the
external supply. There is one inductor, L;, connected between V. and HV.
Decoupling capacitance C; is used to stabilized the off-chip power supply,
Vee- On the chip itself, there is one NMOS transistor, N,, with a gate con-
nected to CLK. The drain is connected to the HV pin, and the source is
connected to the ground power supply. There is one diode, D,, that is con-
nected between the HV pin and the internal high-voltage supply Vup-

How does the inductive charge pump work? As shown in Figure 8-186,
the NMOS transistor N, is being clocked. Between time ¢, and ¢,, CLK is
high and N, is conducting a DC current of ¢y;. The HV pin is being pulled
down all the way to ground. As the current flows through inductance L;,

O V.

VCC
Chip
L
Y'Y v
Dy Vew
-_ C1
N CLK

Vss

v Vss

Figure 8-16 Off-chip inductive charge pump.
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the electromagnetic energy is gradually stored in L; during this period.
Between ¢, and ¢35, CLK goes from high to low, and N; switches from
conducting a DC current of £y, to 0. For L;, when the current changes in
amplitude abruptly, the electromagnetic energy stored in the inductor
will be released to impede the change of current. As a consequence, HV
increases sharply according to Equation 8-27 to maintain the current
flowing in the same direction.

av =199 (8-27)
ot

At the peak of each pulse in Figure 8-17, voltage will be passed to Vi,
through the diode D;. Resonance occurs as the energy is transferred
between the capacitance and inductance. At every peak of positive
voltage, charge will be passed into the internal node.

As shown in Figure 8-18, V,, rises in staircases as the charge is trans-
ferred to it. The diode prevents the charge from leaking backward once it
goes up in amplitude. Over a few pulses, internal supply V,, can reach
very high potential. The highest voltage the output can reach is calcu-
lated based on Equation 8-27. Inductive charge pump design is simple in
principle, and much fewer components are needed to generate a high volt-
age. It could be a good candidate for improving layout area efficiency.

Off-chip inductive charge pumps have been used in many applications
and the method was proposed recently by a leading company producing
non-volatile memories as a means to reduce silicon area and the chip’s
power consumption.
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Figure 8-17 Off-chip inductive charge pump waveform.
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Figure 8-18 Off-chip inductive charge pump output voltage.

8.5 Conclusion

Charge pump design is challenging. The attempt to constantly improve
the existing approaches and find a better solution has never stopped.
Although we cannot foresee the future, the problems pump designers
face today should be the targets that new ideas try to conquer. The
future pump has to be small, power efficiency and well regulated on
its output. In this chapter, we have discussed the design approaches to
improve each aspect. We hope these starting points could lead others to
develop better approaches.
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Chapter

A Practical Charge Pump Design
Example and Analysis

To complete our studies of the charge pump, we will build a simple
charge pump circuit in this chapter. We will simulate, study, and ana-
lyze its operation while performing a series of experiments involving
the pump’s output voltage variation versus clock frequency and clock
frequency amplitude, number of stages, and parasitics variation. We
will also derive the pump efficiency and pump I-V characteristics. The
simulations and the explanations in this chapter will help fine-tune dif-
ferent aspects of the charge pump’s design variables, such as the actual
number of stages, the optimum clock frequency, the optimum output
operating voltage, the MOSFET diode sizes, the pump clock amplitude,
and so on.? Even though at the time of the writing of this book, almost
all leading companies are using a 0.18 u technology process or beyond,
most of the circuit’s characteristics remain unchanged throughout the
various generations of the technology.

For this chapter, simulations were performed using a 0.8 p CMOS
AMI process available through MOSIS technologies. This CMOS pro-
cess is identical to a standard 0.8-um process, with the addition of a
second poly layer to accommodate linear capacitors. This provides dense
high-performance capable of integrating complex analog functions. The
process features two metal layers and one poly layer, and has a linear
cap option. It is important to note that, even though these models may
not be up to date, all simulations were done using them. The main
intention of all the following simulations is to show the “trend” and
different characteristics of the pump.! Following Figure 9-1 are some
details about the process.
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Run: N85F Vendor: AMI |

Technology: SCN10 Feature Size: 1.0 microns

Transistor Parameters W/L | N-Channel P-Channel Units
Minimum Dimension 1.5/1 Microns
Vi 0.72 -0.97 Volts
Tass 387 —187 a/um
Delta length 0.38 0.3 Microns
(L_eff =L_drawn-DL) j
Delta width 0.33 0.55 Microns
(W_eff =W_drawn-DW)

K' (U, x C,/2) 55 -17.2 pa/v?

Figure 9-1 0.8 uy CMOS AMI process.

The BSIM3v3 level 49, NMOS and PMOS models used for the simula-
tions are shown here:

* N85F SPICE BSIM3 VERSION 3.1 (HSPICE Level 49) PARAMETERS

* DATE: 98 Jul 7

* LOT: n85f WAF: 07

.MODEL CMOSN NMOS LEVEL = 49

+VERSION = 3.1 TNOM = 27 TOX = 1.54E-8

+XJ = 1.5E-7 NCH = 1.7E17 VTHO = 0.6910337
+K1 = 0.8700926 K2 = ~0.03924636 K3 = 11.3177837
+K3B = -1.2220445 WO = 4.359393E-6 NLX = 9.229978E-9
+DVTOW =0 DVT1W = 5.3E6 DVT2W = -0.032
+DVTO0 = 2.279009%2 DVT1 = 0.42292 DVT2 = -0.1302476
+00 = 560.1408795 UA = 1.158328E-9 UB = 9.045045E-19
+0C = 4.943224E-11 VSAT = 1.055535E5 A0 = 0.7340357
+AGS = 0.1064104 BO = 2.384737E-7 Bl = 6.630751E-7
+KETA = -9.0161E-3 Al =0 A2 =1

+RDSW = 1.859947E3 PRWG = -1E-3 PRWB =0

+WR =1 WINT = 1.52595E-7 LINT = 1.84968E-7
+DWG = -1.522374E-8 DWB = 2.371351E-8 VOFF = -0.0959822
+NFACTOR = 1.0215504 CIT = 0 CDSC = 4.654432E-4
+CDSCD =0 CDSCB =0 ETAO = 1.937282E-3
+BETAB =0 DSUB = 0.03403 PCLM = 0.7224211
+PDIBLC1 = 0.019077 PDIBLC2 = 9.376978E-4 PDIBLCB = -1E-3
+DROUT = 0.3136688 PSCBE1 = 1.732251E9 PSCBE2 ' = BE-9

+PVAG = 0.0245002 DELTA = 0.01 MOBMOD = 1

+PRT =0 UTE = -1.5 KT1 = -0.11

+KT1L =0 KT2 = 0.022 UAL = 4.31E-9
+UB1 = -7.61E-18 uc1 = ~5.6E~-11 . AT = 3.3E4

+WL =0 WLN =1 WW =0

+WWN =1 WWL =0 LL =0

+LLN =1 LW =0 LWN =1

+LWL =0 CAPMOD = 2 CGDO = 3.5E-10
+CGSO |, = 3.B5E-10 CGBO =0 CJ = 4.482658E-4
+PB = 0.8907125 MJ = 0.4317331 CJISW = 3.002331E-10
+PBSW = 0.4673283 MJSW = 0.195429 PVTHO = -4.584654E-3
+PRDSW = -490 PK2 = 0.0147474 WKETA = 3.122681E-3
+LKETA = -1.780912E-3

*
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.MODEL CMOSP PMOS LEVEL = 49

+VERSION = 3.1 TNCOM = 27 TOX = 1.54E-8

+XJ = 1.5E-7 NCH = 1.7E17 VTHO = -0.9307976
+K1 = 0.4138836 K2 = 0.0229645 K3 = 19.3590002
+K3B = -0.2309329 WO = 1.119804E-6 NLX = 1.597682E-7
+DVTOW =0 \ DVT1W = 5.3E6 DVT2W = -0.032
+DVTO = 2.8021132 DVT1 = 0.408755 DVT2 = -0.0673098
+U0 = 209.7071291 UA = 2.350293E-9 UB = 1.022986E-18
+UC = -4.43816E-11 VSAT = 1.693469E5 AQ = 0.9126827
+AGS = 0.1608997 BO = 9.768108E-7 Bl = 2E-6

+KETA = -6.464748E-3 Al =0 A2 =1

+RDSW = 2.641364E3 PRWG = -8.079845E-6 PRWB = -1E-3

+WR =1 WINT = 2.028229E-7 LINT = 1.370548E-7
+DWG = -2.468532E-8 DWB = 2.892704E-8 VOFF = -0.0751808
+NFACTOR = 0.410862 CIT =0 CDsC = 4.363744E-4
+CDSCD =0 CDSCB =0 ETAO = 0.0132505
+ETAB = -1.09027E-3 DSUB = 0.1228106 PCLM = 3.4356635
+PDIBLC1 = 0.9994144 PDIBLC2 = 2.090274E-3 PDIBLCB = 0

+DROUT = 0.7965462 PSCBE1 = 3.519422E9 PSCBE2 = 5E-9

+PVAG = 0.8461572 DELTA = 0.01 MOBMOD = 1

+PRT =0 UTE = ~-1.5 KT1 = -0.11

+KTTIL = 0 KT2 = 0.022 UAL = 4.31E-9
+UBL = -7.61E-18 TC1L = -5.6E-11 AT = 3.3E4

+WL =0 WLN =1 WW =0

+WWN =1 WWL =0 LL =0

+LLN =1 LW =0 LWN =1

+LWL =0 CAPMOD = 2 CGDO = 3.5E-10
+CGSO = 3.5E-10 CGBO =0 CJ = 6.292692E-4
+PB = 0.9263477 MJ = 0.4891402 CISW = 4.460985E~10
+PBSW = 0.95 MJISW = 0.4270889 PVTHO = 0.0462392
+PRDSW = ~-680 PK2 = 8.816106E-3 WKETA = 7.199117E-3
+LKETA = -4.523899E-3

*

Source: These MOSFET models have been printed for use in this book only, with kind
permission from Tamera Drake, the WW Marcom Manager for AMI Semiconductor
(http://www.amis.com).

Simulations were performed using WinSpice, a HSPICE-based circuit
simulator, on a PC running Windows XP. WinSpice is ported to runin a
window as a native 32-bit application. It can generate waveform plots in
individual floating windows and contains a powerful scripting language.
It is available for free for individual use and for a nominal license fee for
commercial use and can be downloaded from http:/www.winspice.com.
WinSpice supports BSIM3, JFET2, and BSIM4 device models. It has
zoomable plot windows and also supports parameterized sub-circuits.
It also has an excellent manual and offers a built-in tutorial. WinSpice
itself does not contain a schematic editor. However, third-party sche-
matic editors can be linked to it. A schematic editor that uses WinSpice
for its simulation engine is available at http:/www.5spice.com.

9.1 Design Specification

Referring back to Chapter 4, a simple 2-phase charge pump was designed
as shown in Figure 9-2. The initial design specifications are shown in
Table 9-1.
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Voo
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Figure 9-2 A 6-stage Dickson charge pump

9.2 Design Steps

Next, the following steps will take you through a detailed series of four
steps needed to define the basic parameters of the charge pump, such
as how to accurately determine the number of pump stages, the initial
pump operating frequency, the pump boosting capacitor size and the size
of the diode-connected MOSFETS, all geared toward creating a more
efficient charge pump.”

9.2.1 Step 1: Determine N, the initial number of stages

Because the target V, is 15V, as a rule of thumb, we should design a
charge pump such that the required regulated output voltage is about
75% of the maximum charge pump’s output voltage. More details on
this assumption are provided later in this chapter when we extract
the pump’s I-V characteristics. Because our target charge pump output
voltage requirement is 15 V, we should design a charge pump whose
maximum output voltage is close to or higher than 20 V. The assump-
tion is that because this is a high-voltage-generating pump, the output
needs to be regulated precisely at a fixed amplitude. Hence, in a real
implementation, we will need to use a voltage regulator to regulate the
output voltage at 15 V.

Using the original charge pump’s formula V,,; =NV, + V;, — (N + D)V,
the output voltages for three different conditions are derived and shown
in Table 9-2. Note V;, is actually Vpp in this case.

TABLE 9.1 Charge Pump Specifications

Specification Specification Value
Steady output voltage 15V
Output load capacitance 20 pF
Output voltage ramp-up time 10puS
Pump power supply voltage 5V
Average pump current consumption 1mA
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TABLE 9.2 Dickson Charge Pump’s Output Voltage vs. Input Conditions

Tteration N V, (V) Vin (V) Va(V) Vour (V)
1 6 4 4 1.5 17.5
2 6 5 5 2.0 21.0
3 7 5 6 2.1 23.2
4 6 6 6 2.2 26.6

A few points need to be clarified here. V;, the MOSFET’s threshold
voltage, is actually a function of the source voltage and will gradually
increase as the charge pump is ramping up. Even though the zero bias V,
is close t0 0.69V, the actual V; in the last few stages of the pump will rise
close to 1.8 V or higher (note that the V, dependence on Vg can be found
in a particular technology’s process manual document or can be derived
through a few sets of simulations). Here in Table 9-2, a simple average
V., has been assumed, for preliminary simulation purposes. For now, we
can start our simulations with the values for iteration 2 in Table 9-2.

9.2.2 Step 2: Determine f, the initial pump operating frequency

In general, the pump’s operating frequency does not need to touch
the stratospheric frequency limits of today’s semiconductor processes.
A modest frequency in the range of about 2 MHz to 50 MHz is gen-
erally used. The operating frequency is dictated more by the pump
capacitor size, diode size, and parasitics than by the process limits.
For the present case, we will assume a frequency of 20 MHz, which
translates to a 50-ns clock period.

9.2.3 Step 3: Determine C, the initial size of the pump capacitor

Using Equation 5-4 in Chapter 5 we can roughly determine the value of
the average linear pump current during ramp up. For our case, Cy,,q =
20 pf, Vouy = 15V, and Ty = 10 uS.

v 15
inear = Cloog =2 =20 %1072 22 _
inear load Trampup 10 x 1076

30 pA

Now use ije,, to find the value of C using Equation 5-5 from
Chapter 5. In this case, we will assume dV = 1V and the frequency of
oscillation is 20 MHz.

dav 1
I =30pA=c% -c—1
out = SV K dT ~ ~50x107

= C=15pF




220 Chapter Nine

We will use this capacitor size for our initial simulation and then
optimize it along with other parameters.*

9.2.4 Step 4: Determine the diode W/L, the
initial size of the diode-connected MOSFET

The MOSFET width should be at least 10 to 15 times higher than the
average output current it is delivering at the output. The reason is that,
in general, the pump will be driving a high current at the output at
the initial stages of ramp up, and this current will gradually taper off
exponentially as the output voltage reaches the target value. The initial
current can be close to 10 x higher than the average current the pump is
expected to deliver, and hence the channel width should be high enough
to accommodate this 4. The appropriate value of the channel width for
a particular Iy, can be determined from the MOSFET [ ~versus—Vg
plots. Next, because the defined minimum channel length is 1 u, we
will use MOSFETs with a 1-p channel length to produce the minimum
resistance possible. For this particular process, we will use a gate width
of 100 p and a gate length of 1 .

9.3 Initial Simulation and Analysis

With the initial values of the preceding basic parameters already
determined, we can start our simulations with the circuit shown in
Figure 9-3. Apart from the pump circuit, we also need to create a non-
overlapping clock generator and clock booster. For simplicity, those cir-
cuits will not be shown here, but it is assumed that the clock sources clk
and clk, are derived from a dedicated clock generator. We will simulate
the iteration 2 case from Table 9-1, which will produce a maximum
output voltage of about 21V, because we assumed that we should target
our pump’s maximum voltage such that the actual required voltage,
15V in this case, is about 75% of the maximum voltage attained.
Figure 9-4 shows the charge pump output voltage over a time period
of 25 us. As you can see, the output voltage has not saturated yet, and

Voo
100win  100wIn  100wlp  100wly  100wip  100wlp  Vour

bl—,l@ N[O I_l@%l_ltlj:j@ L
¢ )

[ 9

Figure 9-3 A 6-stage Dickson charge pump with initial values of device sizes.
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Figure 9-4 Pump output voltage vs. time.

if left simulating it will rise up to about 21 V. The output shows an
almost exponential characteristic. As the output and internal node volt-
ages rise, the transistor’s V, also increases, thereby limiting the charge
transfer per stage and thus slowing down the output charge-up time.
Further, this simulation was done with no resistive load at the output,
so the output voltage characteristics will be lower than this simulation’s
results, if such resistive load exists.

Figure 9-5 shows the internal charge pump voltages during a certain
phase of the charge pump’s operation. The internal nodes 7,~ns have
been marked during the phase when cllk is high and clkb is low. As can
be seen from the waveforms, the charge transfers between each node are
almost complete, and the nodes (such as n,-n,, ns—,4, n5—V, ;) are almost
stable before the start of the next clock phase. In general, the slope of
these node voltages will determine the suitability of the choice of the
clock frequency and the overall pump efficiency. As discussed earlier, the
difference between the node voltages, such as n, and n,, is a combina-
tion of the V; of the corresponding MOSFET connecting these two nodes
and the resistive voltage drop if the pump is supplying an average DC
current. But in general the MOSFET V, is the dominant factor.

The preceding charge pump simulation assumes an ideal scenario (i.e.,
no parasitic resistances or capacitances are present). But as mentioned
in the preceding chapters, parasitics play a major role in defining the
charge pump’s output voltage and output current. As a rule of thumb,
we can assume parasitic capacitances at the internal pump nodes to be
about 10% of the charge pump’s capacitors. Because we are assuming
1.5 pF pump capacitance, let us assume 0.15 pF parasitic capacitance.
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Figure 9-5 Pump internal waveforms/stage.

Depending on the layout and the pump size, this assumption should be
modified. We can ignore the circuit resistances by assuming we will use
wide metals for the interconnection and a generous number of contacts
and vias to keep the connecting resistances down. Our modified simula-
tion setup with the parasitic capacitances is shown in Figure 9-6.

You need to understand that the pump simulations must be run
again after the complete layout is done. Also, the parasitics, including

VDD
100u/1p 100Wlp  100wly  100wip  100wlp  100wln  Vour

S

.5pF
[

Figure 9-6 Charge pump schematic with parasitic capacitances.
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resistances and capacitances, are extracted from the layout and back-
annotated to the SPICE simulation. It is almost always the case that
the pump will exhibit some more degradation, due to unseen parasitic
capacitances, mostly from cross-coupling, extra routing, or from signal
lines running over the pump in higher metal layers. Further, finite
resistances at different nodes will also contribute to some degradation.
It is the task of the circuit designer to carefully monitor each parasitic
capacitance (or group of capacitances) and improve the layout wher-
ever possible by tweaking the metal routing and connections. This may
create a few iterations, but a rigorous attempt must be made to make
sure that the parasitics are kept to a minimum.

A final back-annotated simulation must be made to verify pump per-
formance. Figure 9-7 shows such a pump simulation result. The top wave-
form corresponds to the pump, characteristics with no parasitics. The
middle one corresponds to the pump characteristics with the estimated
capacitance, and the bottom waveform corresponds to the waveform with
back-annotated parasitics. Also, owing to the availability of only one type
of model (typical), all the simulations performed here were at a typical
corner (i.e., typical process, room temperature, and typical supply volt-
age). In reality, because all the three major parameters are independent
variables, simulations should be performed across different conditions,
and the worst case should be chosen. In general, the worst-case process
corner (high V;), high temperature (higher resistances), and lowest pos-
sible in-circuit supply voltage will exhibit the worst case scenario.

As mentioned in Chapter 5, the charge pump may be modeled as
a voltage source with a finite input impedance. Hence, when a load
capacitance is connected at the output, the voltage across the capacitor

Vout — No Parasitics
18 frrrremereemmrem b T A mE RS D SRS I I T IS Vout — Estimated Parasitics
sttt e e Vout— Back Annotated
-
15 7
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Figure 9-7 Pump output vs. pump parasitics.
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Figure 9-8 Pump output vs. output load capacitance.

will increase exponentially to attain the final output voltage. Again,
if the output capacitance is increased/decreased, the output voltage
will change accordingly. Figure 9-8 shows such a condition. The bottom
waveform shows the output ramp with the default capacitive load, and
the next two correspond to incremental loads.

Figure 9-9 shows the output voltage variation with clock frequency.
The present simulations were done using a 50-ns clock, and then the
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clock was varied 20% higher and lower to observe the pump perfor-
mance. As can be seen, increasing the clock frequency will increase the
amount of charge transferred over a certain fixed time interval, which
will increase the output voltage faster. But this process has its limits—
increasing the clock frequency too high will result in incomplete charge
transfer, resulting is reduced pump performance and efficiency.

Figure 9-10 shows the pump’s internal voltages, almost at the similar
time during initial ramp up. As can be seen, for the clock with the 40-ns
time period, the voltages at nodes n, and ng increase faster than when
the clock time period is 60 ns. The voltage difference at the end of the
charge transfer for the case with clock period of 60 ns is about 1.29 Vv,
whereas the voltage difference for the case with the clock period of
40 ns exhibits 1.35 V. Because there is no DC current load component,
we can assume that these voltages are closer to the MOSFET’s V., which
is true at least for the 60-ns clock case. Because it is almost always
desirable for a charge pump to ramp up as fast as possible, increasing
the clock frequency is a quick-and-easy way to accomplish this. Studying
the internal node voltages will be crucial for determining the actual
operating clock frequency.

Looking back at nodes 7, and ns for the 60-ns clock period case in
Figure 9-10, we can see that the node voltages are almost saturated
and there is very little charge sharing after about halfway when the
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Figure 9-11 Detailed pump internal waveforms vs. clock frequency.

clock clk, went high. Figure 9-11 zooms in on this region and shows
it in greater detail. The whole 30-ns clk, pulse high period has been
divided into small segments and marked as ty, £, ... Z5. We can see that
most of the charge sharing occurs during the time %, to Z;. After that,
the rate of charge transfer slows down and is predominated by the V,
of the MOSFET connecting nodes n, and ns. Therefore, in this scenario,
for this type of charge pump, the clock period can be reduced to at least
t, (see Figure 9-11) and to at most ;. More simulations with all para-
sitics need to be run at different simulation conditions to determine
the suitable operating frequency. Further, the circuit designer needs to
pay attention to the pump’s increased current consumption due to the
higher frequency. ,

Next, we should discuss the effects of the pump clock amplitude.
Referring back to Table 9-1 at the start of this chapter, it was calculated
that if we use the clock amplitude of 4 V, we should expect about 17V
at the output. A 6-V clock will allow us to go higher than 25V, and a
5V clock, the one we are using as the default, will allow us to go as high
as 21 V. A simulation was run with clock amplitudes of 4 V and 5V for
comparison, and the results are plotted in Figure 9-12. Again, if the
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Figure 9-12 Pump output voltage over a time range for different clock amplitude.

simulations were run for a longer time, and as they can be interpreted
from the figure, the voltages will go up by about 1V, although this will
take a long time.

Figure 9-13 shows the pump’s internal waveform at the same time for
the two different clock amplitudes. The top one corresponds to the clock
amplitude of 4 V, and the bottom one corresponds to the clock amplitude
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Time (ns)
Figure 9-13 Pump internal waveforms vs. clock amplitude.
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of 5 V. Increased clock amplitude will allow us to mitigate the effects of
MOSFET V, and hence allow more charge transfer, resulting in a faster
output ramp up and higher output voltage. The purpose of using two
different clock amplitudes differing by a volt is to show the effects of the
clock amplitude change to the pump’s output voltage and its internal
waveforms. In real circuit implementation, the clock amplitudes will be
determined by the supply voltage and a multiple of it, mostly in the case
when we are using a clock amplitude doubler or tripler, as discussed in
earlier chapters.

9.4 Pump Performance Characterization

In the previous section we designed a simple charge pump and saw the
pump’s operation and pump output response versus various design and
external parameters, such as the pump output response versus time,
number of stages, clock frequency, clock amplitude, and output load capac-
itance. Next in this section we will characterize the inherent capabilities
of the charge pump, such as calculate the pump’s efficiency, plot its I-V
curves, output current versus frequency plots, and a few other parameters
crucial for understanding the charge pump’s capabilities.

9.4.1 Pump efficiency calculation

Next we will focus our attention on generating the pump’s efficiency, I-V,
and other essential characteristics, which are important when designing
charge pumps for chips requiring a low power budget, such as those in
handheld devices and other portable operation. We need to make sure
that the pump is operated as close to its peak efficiency level as possible.
The charge pump’s efficiency can be calculated according to the formula

lpump_out Vout

[ s Voo (9-1)

where i.pereais 15 the Vpp power consumption of each subcircuit com-
ponent of the whole charge pump. It needs to be pointed out that the
i subeireuss CUTTENE is the average DC current over a clock period. For better
results, more than one clock period may be considered to determine the
average DC current. ‘

In general, some of the major components of power consumption of the
whole charge pump circuit have been categorized in Figure 9-14. As you
can see, the circuits for generating the boosted clocks and the pump’s
regulator are the major components of power consumption. The circuits
that are not directly related to the actual charge pump’s operation need
to be partitioned out from the pump efficiency calculation, such as the

Efficiency =
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Figure 8-14 Charge pump components of power consumption.

pump clock gscillator, and a case can be made to leave out the control
logic apd miscellaneous components. Hence, the denominator of the
preceding equation can be expressed as

zlsubcirmit =Ldock ._generator + I’clock_buﬂ'er + lcontrol_logic + ireg'tﬂator + lmlsc (9-2 )

One of the easiest ways to calculate the efficiency is to observe the
following SPICE simulation setup shown in Figure 9-15. Assuming
thg charge pump is being simulated along with different other cir-
cuits on the chip, a 0 V DC source has been put between the real Voo
power supply and the Vpp nodes of the pump’s subcircuits. This setup
will allow us to monitor the average DC current, I, flowing from the
power supply into the pump. The second voltage source, V,, needs
some clarification. We know that the charge pump delivers a particu-
lar output current for a corresponding output voltage. By connecting
the output to a steady DC voltage source, the pump’s output is held
constant to determine the amount of current the pump can deliver at

}

To other subcircuits

Figure 8-15 Simulation setup for calculating efficiency.
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that output voltage per clock cycle. Next, the output voltage source’s
DC value may be varied to determine the pump output current fo.r a
new voltage setting. This operation may be done in steps. to determine
the pump’s I-V characteristics. This will be shown and discussed later
in the chapter. .

Hence, with the simulation setup shown in Figure 9-15, the efficiency
can easily be calculated as follows:

Vvo X Iout

_o” Tout (9-3)
Vip %1y

Efficiency =

Figure 9-16 shows the pump efficiency plot, over a range of output
voltages. It is easy to observe that the peak efﬁcien.cy occurs when the
pump is delivering an output of about 15 V, which is about 75% of the
peak output voltage of 20 V. This is one of the reasons why we targeted
a pump delivering 20 V, when the requirement was a 15V oqtput, as
assumed early in this chapter. Operating the pump close to its pgak
output voltage will mean less efficiency and further lower output drive
current.

Following the original equation V,,; = NV, + V, — (N + .1)VD and
Table 9-1, it can be shown that if the number of stages, N, is increased
from 6 to 7, the output voltage will jump up above 25 V. A new set of
simulations was run with N = 7, and the new efficiency was calculated
and plotted along with the efficiency plots for N =6 in Figure 9-17. The
two plots show an interesting trend. After we increase the number of
stages, the peak efficiency figure is reduced, the curve goes flatter on
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Figure 9-16 Charge pump output voltage vs. pump efficiency.
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Figure 9-17 Charge pump output voltage vs. pump efficiency for a dif-
ferent number of stages.

the top and is shifted to the right, depicting a new peak efficiency at
16 V-17 V. In the same way, as the number of stages is increased, the
curves will get lower in amplitude and gradually get flatter and shift
right. Hence, from Figure 9-17, we can see that our initial assumption
for using N =6 is valid and produces the highest efficiency at the target
output voltage level. In case the efficiency maxima lie on either side of
15V, we need to change N or other circuit parameters to bring the peak
pump efficiency closer to 15 V.

9.4.2 Pump I-V characteristics

The charge pump’s I-V characteristics are plotted in Figure 9-18 for
two cases, N =6 and N = 7. The current output shows an almost linear
response to the rising output voltage, confirming the simple voltage
source model of the charge pump. The slope of the curve can be used
to determine the pump’s input impedance. It is interesting to note that
even though the current output of the pump with seven stages (N=7)1is
lower than the current output of the pump with six stages, the 7-stage
charge pump will sustain a little higher current at high voltage than
its 6-stage counterpart. Also, you can see that for the 6-stage pump, the
available output current at around 20 V will be much less than that
available at about 15 V. Because, in general, a charge pump is always
expected to be able to deliver some appreciable output drive current,
you should always design it such that the actual required pump output
voltage is lower than the maximum pump output voltage.
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Figure 9-18 Charge pump I-V characteristics for a different number of stages.

9.4.3 Pump output current versus pump clock frequency

Next, the pump output current dependency versus pump clgck frequency
was determined at different output voltages, as shovsfn in Figure 9-19.To
generate this graph, the simulation setup shown in Figure 9-15 was used.
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Figure 9-19 Charge pump I-V characteristics for a different number of stages.
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By holding the output voltage constant at 4 V, 10V, and 16 V, the pump
oscillator frequency was varied over a range of 25 ns to 75 ns and the
corresponding I, was recorded. This graph also shows a resemblance
to the graph in Figure 9-15—the pump produces the maximum current
at a particular clock frequency, and it rolls off at frequencies higher and
lower than the optimum one. As shown earlier, when the clock period
is Jong, complete charge transfer takes place and then the pump is at
a steady state for the rest of the period. Hence, by closely monitoring
the internal nodes, this steady-state region can be removed completely
(i-e., by reducing the clock time period). As shown earlier in Figures 9-10
and 9-11, the clock period can be reduced from 60 ns to close to 40 ns.
A frequency sweep of the charge pump shows that the optimum operat-
ing frequency is indeed around 40 ns and falls off below this number. As
explained earlier, when the time period is reduced below the optimum
number, incomplete charge transfer takes place per clock cycle, and
this reduces the effective output current. This type of simulation is
extremely crucial in the circuit design phase to find the optimum pump
operating frequency.

9.4.4 Pump output current versus MOSFET sizes

Figure 9-3, earlier in the chapter, shows the diode-connected MOSFET
sizes as about 100 p in width. This was simply an assumption, and we
need to tune the MOSFET size to find the one that gives the best per-
formance. One of the best ways to do this is to generate an I-V curve for
a few different MOSFET sizes, both higher and lower than the current
one, and then find the size that produces the optimum results. As was
discussed in the preceding chapters, increasing the MOSFET size will
reduce the channel resistance and hence allow for faster charge transfer,
but this does have a limitation. As the MOSFET size is increased, the
layout geometry also increases, as well as the source, drain parasitic
capacitances, and other associated routing capacitance that will act
to reduce the advantage as the pump frequency is increased or as the
pump output gets higher. Figure 9-20 shows a similar case in which the
channel width was varied from 80 p to 120 p, in 20 u steps. As you can
see from the figure, the output current supplied is higher at any par-
ticular voltage as long as it is in the lower range (i.e., below 12 V). But
as the output voltage rises, the difference becomes very small. Parasitics
play an important role as the voltage gets higher along with the rising
V.. Hence, in this scenario, an 80 u or less device width would suffice if
the layout is not extremely space limited, but again it would not hurt
to keep the width at 100 u.
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Figure 9-20 Charge pump [-V characteristics for different MOSFET widths.

9.4.5 Pump output current versus clock driver size

Last but not the least, we need to pay attention to the clock driver sizes.
In general, buffer driving loads of 4 pF—5 pF need to be really huge, and
they place a heavy toll on the circuit power consumption, consuming a
huge layout area. However, we also need to keep the driver sizes as big
as possible, because a slow rising/falling clock will not allow an effective
charge transfer if the clock time period is not long enough. Continuing
with the findings from the preceding pages, consider the case when the
clock time period is 40 ns (i.e., we have about 20 ns for charge transfer
including clock rise and fall time). If the clock rise and fall time is not
sharp enough—say, it becomes 10 ns each side—then we have already
shaved off about 10 ns from the 20 ns available for charge transfer,
which will be grossly inadequate.

Figure 9-21 shows a simulation performed with different clock buffer
sizings. This simulation was performed by including a multiplier factor
in the clock driver sizes and then altering the multiplier parameter
during the simulations to generate the I-V characteristics. As shown
in Figure 9-21, as the driver size is increased from 0.8x to 1x to 1.2x,
the pump delivers higher current, because it has more time for charge
transfer and because it allows more charge to be transferred across the
pump capacitor. But when the rise/fall times are sharp enough, there
will be no real advantage in increasing the clock driver sizes, which will
result in higher power dissipation. Judging from Figure 9-21, it can be
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Figure 9-21 Charge pump I-V characteristics for different clock buffer sizes.

said that a 1.4 x buffer size will produce no real advantage in terms of
drive current, and the 1 x buffer size to 1.2 x buffer size is appropriate
in this case.

9.4.6 Design summary

Referring back to the original design specification in Table 9-1, we
started our simulations by making a few calculated assumptions, and we
performed many simulations to determine the pump’s characteristics,
test our assumptions, and tune the parameters for better performance.
Table 9-3 attempts to summarize our analysis findings and substantiate
the best design specifications for this particular case.

For the present design requirements, the parameters shown in
Table 9-3 should be sufficient to take it to the next stage (i.e., layout
implementation). Yet, the design is not complete unless the layout, after
it is done, is carefully scrutinized and a parasitic extraction is performed.
The circuit designer should have an idea of the estimated parasitics at
all crucial nodes and should carefully analyze parasitics that are higher
than the estimate. The layout may need to be modified and the whole pro-
cess may need to be repeated again. In parallel, an RC back-annotated
simulation should be performed under all possible worst-case conditions
to make sure that all the design parameters are sufficient to meet per-
formance under worst-case conditions. Generally, after back-annotated
simulation, certain parameters such as pump capacitance (C),
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TABLE 9.3 Design Summary for the 6-Stage Dickson Charge Pump

Parameter Description Final value

N An initial value of N = 6 was chosen so as to producea N =6
maximum V,; of about 20 V, such that the target V,;
is about 75% of the maximum, when the input clock
amplitude is 5 V. Simulations done with parasitics, clock
frequency, and amplitude variations show that
N =6 produces optimum results. This was further
validated with the pump efficiency simulation, which
showed that at the desired output voltage, the pump is
operating at its maximum efficiency.
f As shown in Figure 9-9, the initial frequency estimate of f=25 MHz
20 MHz (i.e., 50 ns) was a good start. However, thorough
analysis in Figures 9-9, 9-10, and 9-11 shows that the
clock time period could be reduced to 40 ns, by which
time a complete charge transfer can be guaranteed and
the next cycle can be started. Hence, the new frequency
of operation can be set at 25 MHz. However, before
finalizing this value, a thorough simulation should be
made at all different process, temperature, and voltage
skews to ensure this 40 ns time period is sufficient to
guarantee complete charge transfer.
C The initial estimate of 1.5 pF for the pump capacitor C=15pF
size was a good estimate because it allowed us to meet
all the required design specifications. More analysis
should be performed to see whether reducing the size
still suffices for the pump’s specifications.
w The initial width of the MOSFET (100 p) was a good W=100
estimate. As shown in Figure 9-20, using a MOSFET
of higher width is no advantage. But if needed, the
width can be reduced to 80 y when layout size is at
a premium.

diode-connected MOSFET width, and frequency of operation need to be
trimmed for optimum performance.5

9.5 Conclusion

We saw that the design of the charge pump starts by back-calculating
the values of N, V., and Vi, from an assumed output voltage, which
is actually higher than the required output voltage. The next stage
is to effectively determine the pump parasitics, clock booster, pump
capacitor size, diode-connected MOSFET size, and the clock oscillator
frequency. Details of all these crucial parameters and their calculations
have been explained in the previous chapters. Once a preliminary set
of parameters is determined, we must run a preliminary set of simula-
tions to observe the pump’s output voltage ramp up, Vpp power con-
sumption, and the amount of average current delivered at the output.

A Practical Charge Pump Design Example and Analysis 237

These numbers should give us a feel for the pump’s performance and
can effectively point to the deficiencies in any of the different param-
eter assumptions. A few iterations of the design modification may be
made and simulations performed to make sure the basic design targets
are met.

Next, most of these performance-tuning simulations must be per-
formed to determine the optimum numbers, such as the best clock fre-
quency, number of stages, clock booster sizes, pump diode and pump
capacitor sizes, and a host of other parameters. In general, the simu-
lation setup may be made somewhat automatic through scripting to
allow easier re-simulation and re-extraction of parameters. Once most
of the numbers are in a satisfactory range, layout should be completed
and a re-simulation performed with back-annotated parasitics. Also,
the pump performance must be checked against previously extracted
data. In the case of large discrepancies, the circuit designer must take
steps to modify and enhance the layout and repeat the back-annotated
re-simulation again to get better results. Granted, most of the steps
explained here may not be adequate or, in some cases, may be too time-
consuming, but this depends on the circuit designer’s own decision to
create a rugged design, by testing all variables and making sure that the
pump performs reliably, even under unseen extreme conditions, because
in real applications such conditions do happen.
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strong inversion, 21-22
weak inversion, 21
Metal-oxide semiconductor field-effect
transistors (MOSFETs), 2340

Index

body effect and, 54, 55
CMOS latch-up caused by, 3335
cut-off region of, 28
deep NWELL n-type, 189-190
in Dickson 2-phase pump, 163
gate capacitance of, 68
impact ionization of, 33
linear region of, 29-30
operation of, 27-32
punch-through effect on, 32
saturation region of, 30-32
sizing of, 48, 98
snapback in, 75
for SPICE simulations, 3640
threshold voltage of, 23-27, 73
Miller effect, 145-146
Modeling, 142
MOS (see under Metal-oxide
semiconductor)
MOS IC developments, LSI chips in, 35
MOSFET biased-type regulator
specifications, 88-89
MOSFET capacitor, threshold voltage
of, 24
MOSFET gate capacitance, 134
MOSFET turn-on phenomenon, 24
MOSFETS (see Metal-oxide semiconduc
field-effect transistors)
Multiplier, 3-5
Multiplying cireuit, by Cockroft and
Walton, 4-5

N
NAND gate, 100
N-channel transistors, p-channel
transistors vs., 24
Negative charge pumps:
with triple well technology, 188-190
2-phase, 186-190
Negative gate bias, 18, 19
NMOS (negative metal-oxide
semiconductors):
deep NWELL, 189-190
for Dickson 2-phase pump, 163
for 4-phase positive charge pumps,
166, 167
gate capacitance of, 69
PMOS vs., 35-36
threshold voltage of, 6, 54, 55, 73, 165
Noise, 42-43
balance of pump power vs., 204—207
filtering capacitance and, 84, 202-204
in future pump design, 202-207
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Noise (Cont.):
margins for, 66
in mixed signal systems, 33
regulation and, 136
Noise reduction, 82
Non-overlapping clock generator,
102-104
N-type silicon, 12
N-type well to poly capacitance
(NWCAP), 150
NWCAP (n-type well to poly
capacitance), 150

o

Off-chip charge pump, 207-213
capacitive, 208-210
inductive, 211-213

On/off regulators, 136

Operation, 41-57
body effect and, 55-56
bucket capacitor model for, 43-45
of Dickson charge pump, 45-48
dynamic analysis of, 49-56
of MOSFETSs, 27-32

Oscillator:
current-controlled ring, 101-102
ring, 100-101

Output current:
clock driver size vs., 234235

Parasitic (depletion) capacitance (Cy),
114-116 )
defined, 143
development of, 12
in four-phase pumps, 174
layout affecting, 143-146
Miller effect, 145-146
output voltage and, 93
on schematic, 222-223
Parasitic resistance, output voltage
and, 93
Partitioning, 115
Pass transistors (CTS charge pump), 8
Path delays, 112 ;
P-channel transistors, n-channel
transistors vs., 24
Performance, 120-128
area vs., 193-198
characterization, in design
example, 228
from charge transfer point of view,
121-125
clock amplitude vs., 196
clock frequency vs., 193-195
number of pump stages vs., 196, 197
output power capability in, 78-79
output ramp-up speed in, 78-79
power consumption vs., 136-141
from voltage point of view, 125-128

Power bus, 116
layout design affecting, 158-161
requirements for, 160
Power bus capacitance, 116
Power consumption (power efficiency),
198-202
clock amplitude vs., 200-201
clock frequency vs., 198-199
components of, 229
design criteria for, 90
number of pump stages vs., 199-200
performance vs., 136-141
between ramp-up and regulation
phases, 136
sizing and, 139
specifications for, 99—100
system supply voltage design and,
65—-66

Power output, 126, 127
Power supplies:

for DC convergence problems, 3940
defined, 77

noise margin for, 66

simulation margin for, 160

system supply voltage design criteria,

61-66
Primary coils, 2
Propagation paths, signal, 106, 112
P-type silicon, 12, 189
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scheme comparison, 132-135
specifications, 85
of voltage, 17
Regulation current (Zregyarion), 139
Regulation phases:
charge transfer during, 122-125
high-voltage pump in, 136
power consumption and, 136
Regulators:
capacitor divider-type, 85-87, 102
design of, 102
MOSFET biased type, 88-89
on/off, 136
resistor divider-type, 87-88, 102, 139
shunt, 135
voltage, 135-136
RELTOL, 39
Resistance:
bias-dependent, 72
4-phase pumps, 172-174
parasitic, 93
2-phase pumps, 173
Resistive divider specifications, 87-88
Resistor divider-type regulator, 102, 139
Resistors, design criteria for, 7072
Reverse bias region:
diodes in, 17
in p-n junctions, 11, 13-14
Reverse leakage current, 16

Pump stages, number of, 93, 96
path delay and, 112
performance vs., 196, 197
power consumption vs., 199-200

Ring oscillator:
current-controlled, 101-102
simple, 100-101

Ripple voltage, 47, 82-85; 136

Physics of MOS devices (see Metal-oxide
semiconductor device physics)

Pinch-off region, 31

PMOSs (positive metal-oxide

drivability, 93, 95-98

MOSFET sizes vs., 233-234

pump clock frequency vs., 232-233
specifications, 80-82

Output load specifications, 7577 semiconductors): Pump strength, 43
Output path network, 59, 60 NMOS vs., 35-36 Punch-through effect, MOSFETs S
Output power, 126, 127 with NWELL, 185 and, 32 Saturation region (MOSFETSs), 3032

Schematic comparison, layout vs.
(see Layout vs. Schematic comparison
during tape-out process)
Schichman-Hodges model, 36
Secondary coils, 2
Second-order effects, 32-33
Semiconductor devices, 36
metal-oxide (see under Metal-oxide)
silicon dioxide in, 66-67
Sheet resistance, 7071

balancing, 204—207 p-n junctions:
capability for, 78 diode characteristics of, 16-17 R
coupling capacitance and, 206-207 forward-bias, 11, 14-16 Ramp-up phases/time:

Output voltage, 98-99 in MOS devices, 12-17 charge transfer in, 121-122, 124
parasitic capacitance and, 93 reverse-bias, 11, 13-14 high-voltage pump in, 136
parasitic resistance and, 93 Positive charge pumps: output voltage, 93-94, 98-99
pump efficiency vs., 230-231 4-phase, 8, 166-178 power consumption and, 136
ramp-up time, 93-94, 98-99 pumping gain in, 8 specifications for, 98-99
regulated, ripple on, 82-85 2-phase, 163-165, 178-183 Ramp-up speed, 78-79
for 6- vs. T-stage pumps, 231-232 with very high clock amplitude, RC delay, 153, 154, 156

specifications, 77-80 185-186 Recovery time (defined time), 93-94, Shunt regulators, 135
time vs., 221 Positive gate bias, 19, 20 98-99 Shut off process, 43
Oxide thickness, 27, 67, 69-70, 135 Positive metal-oxide semiconductors Refresh times, hot electrons affecting, 33 Signal propagation paths, 106,112
(see PMOSSs) Regulation, 41-43, 132136 Signals: T
P Post-layout analysis, 145 controls for, 135-136 analog, 153
Papaix, Caroline, 53 Power balance, noise vs., 204—207 noise and, 136 delays of, 153

Parallel plate capacitance, 26, 67, 149 Power budget, 66 of resistor divider-type regulator, 139 global, 153
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Silicon dioxide (SiO,), 66~70
Simulation:
for calculating efficiency, 229-230
in design example, 215-217, 220-228
Simulation Program with Integrated
Circuit Emphasis (SPICE):
for convergence problems, 38-40
MOSFETs for, 3640
transient analysis in, 39
Si0, (see Silicon dioxide)
6-stage Dickson charge pump, 218, 236
Sizing:
clock buffer, 106~114
logic gates, 106
MOSFETs, 98
power consumption and, 139
Snapback, 75
Software, 3-D extraction, 145
Source-to-drain current (), 23
Specification(s), 75-89, 94-100
for capacitive divider, 85-87
for current drivability, 95-98
for design example, 217-218
for MOSFET biased type regulator,
88-89
for output load, 7577
for output ramp-up and recovery time,
98-99
for output voltage, 95
for power consumption, 99-100
for pump output current, 80-82
for pump output voltage, 77-80
for pump regulation, 85
for resistive divider, 87-88
for ripple on regulated output voltage,
82-85
for transistor, 72-75
for voltage ramp-up time, 98-99
Speed requirements, 98
SPICE (see Simulation Program with
Integrated Circuit Emphasis)
Stage effort (F@), 107
Static CTS charge pump, 183-185
Strong inversion, in MOS devices,
21-22
Sub-micro post-layout analysis, 145
Submicron gate lengths, electric fields
affected by, 33
Supply voltage (Vpp), 113
design criteria for, 61-66
as design factor, 90
Sweeping of voltage sources, 40

T
Tanaka, T., 52
Tanzawa, T., 52
Taylor expansion, 37
TDDB (see Time dependent destructive
breakdown)
Technology issues in design, 60-75
resistors, 70-72
silicon dioxide uses, 66-70
system supply voltage, 61-66
transistor specification, 72-75
Temperature coefficient, 71
Thickness:
of dielectric material, 135
of gate oxide, 148
of oxide, 67, 69-70, 135
3-D extraction software, 145
Threshold voltage:
of MOSFET capacitor, 24
of MOSFETSs, 23-27, 73
of NMOSs, 6, 54, 55, 73
Time dependent destructive breakdown
(TDDB), 70, 75
Total loading capacitance, 64
TRAN statement, UIC keyword in, 39
Transformation ratio (for voltage), 2
Transformers:
for high-voltage generation, 1-3
shortcomings of, 2—-3
use of, 1-2
Transient analysis, in SPICE
simulations, 39
Transistors, 72-75
in CTS charge pump, 8
CV curve of, 134
n-channel, 24
pass, 8
p-channel], 24
Triple well technology, 2-phase negative
charge pump with, 188-190
Turn-on phenomenon (MOSFET), 24
Turns, 2
2-phase clocking scheme, 125, 164
2-phase Dickson charge pump, 163-165
clock phases for, 102
stages, 163-164
2-phase negative charge pump, 186-190
basic first stage operations, 187-188
with triple well technology,
188-190
2-phase positive charge pump, 163165,
178-183

U

UIC keywords, in TRAN statement, 39

University of California at Berkeley
(EECS Department), 36

A\
VCO approach (see Voltage-controlled
oscillator approach)
Voo (see Supply voltage)
V. (gate-to-source voltage), 23
VNTOL, 39
Voltage:
Jjunction breakdown, 75
of MOSFETS, 23-27
of NMOSs, 54, 55
output, 98-99
performance and, 125-128
power supply, design criteria
for, 61-66
regulation of, 17
ripple, 47
specifications for, 95
sweeping of, 40

Index 247

threshold, 23-27, 54, 55, 73
zener, 17
Voltage multiplier, by Cockeroft and
Walton, 3-5
Voltage ramp-up time, 93-94, 98-99
Voltage regulators, 135-136
Voltage transformation ratio, 2
Voltage-controlled oscillator (VCO)
approach, 42, 43, 100
V; cancellation scheme:
for efficiency, 129-130
in 4-phase pumps, 166, 167, 173
for 2-phase pumps, 165, 178-179

w

Walton, Ernest Thomas Sinton, 1, 3, 4, 60
Weak inversion (MOS devices), 21
WinSpice, 217

Wire, bonding, 158-159

Z
Zener diodes, 17
Zener voltage, 17



